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a b s t r a c t

Environmental data are growing in complexity, size, and resolution. Addressing the types of large,
multidisciplinary problems faced by today's environmental scientists requires the ability to leverage
available data and information to inform decision making. Successfully synthesizing heterogeneous data
from multiple sources to support holistic analyses and extraction of new knowledge requires application
of Data Science. In this paper, we present the origins and a brief history of Data Science. We revisit prior
efforts to define Data Science and provide a more modern, working definition. We describe the new
professional profile of a data scientist and new and emerging applications of Data Science within
Environmental Sciences. We conclude with a discussion of current challenges for Environmental Data
Science and suggest a path forward.

© 2018 Elsevier Ltd. All rights reserved.
1. Introduction

“Data Science is the science of dealing with data …” (Naur, 1974)

In recent years, we have observed an increasing popularity of
Data Science methods that seem to be in the focus of many orga-
nizations, including those interested in a better comprehension or
management of environmental systems. Data Science is already
widely used in business to design successful strategies and policies,
and the economic sector is facing a significant transformation as a
result of the penetration of data-driven innovation in the business
core. We believe that a similar transformation is underway within
many scientific disciplines, among them those within the Envi-
ronmental Sciences, to investigate the benefits that can be realized
through use of appropriate Data Science approaches.

In this paper, we analyze the origins of Data Science as a new
discipline that is diverse enough to be applied to any domain,
including those within the Environmental Sciences. The potential
of Data Science to advance our knowledge of the laws governing
complex environmental phenomena is enormous. The
technological development requisite for collecting the volume and
resolution of data required to study these phenomena is mature,
but classical data analysis methods are, in many cases, insufficient
to cope with the size, speed and diversity of information sources
providing evidence under the variety of forms (text, videos, audio
recordings, numbers, images) that require global analysis and local
tuning to elicit the hidden, relevant knowledge to support higher
level decision making. Many investigators are already investigating
how Data Science can address this deficiency.

We present the contributions of Data Science, together with an
analysis of the new, specific skills associated with its inherent
multidisciplinarity. As there is no common definition of Data Sci-
ence, in the paper we present several definitions that have been
used in the past and a propose a new conceptualization of what
Data Science means. A discussion is also provided regarding its
contact points with other emerging disciplines, such as Big Data
Analytics. Emerging opportunities for new applications in Envi-
ronmental Sciences are described. While not an exhaustive
description of the opportunities for Data Science in Environmental
Science applications, a wide perspective in the area is provided.
Being an emergent field, a number of open issues envisage fertile
areas for new research in the near future. The paper also provides
some highlights, challenges, and trends with the aim to push the
development of the Data Science field in general, and in
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Environmental Sciences in particular, where it can be of help.
The structure of the paper is as follows: In Section 2, the origins

and a brief history of Data Science are provided. In Section 3, the
added value of applying Data Science techniques to real problems
using real data is discussed. Section 4 highlights the new skills
required to become a qualified data scientist and the need to
develop specific new curricula to provide appropriate training.
Section 5 provides a more modern, contemporary view of Data
Science, and Section 6 provides a general overview of how Data
Science is being applied in Environmental Sciences. Section 7
identifies the main current challenges in the area. Section 8 pro-
vides a concluding discussion.

2. Origins and a brief history

Although Data Science is a relatively new discipline, the term
Data Science is much older than might be expected. It is worth
noting that there is no clear and agreed upon definition of the term
Data Science. This lack of clarity appears in the first use of the term
by Naur in 1960 (Sundaresan, 2017). Naur used the term to mean
“data processing” in the computer science sense. However, it has
also been used at times as a substitute name for the field of Sta-
tistics or, at the very least, Applied Statistics. Naur refined his earlier
definition to: “Data science is the science of dealing with data, […]
while the relation of data to what they represent is delegated to
other fields and sciences [ …]” (Naur, 1974).

In the same period, in the context of statistical sciences, there
was also a process by which data became the center of interest of
the discipline. Indeed, John W. Tukey (1962) had already envisaged
the need for statistics to move its focus from inference to data
analysis as an empirical science: “For a long time I thought I was a
statistician, interested in inferences from the particular to the
general. But […] I have come to feel that my central interest is in
data analysis […] intrinsically an empirical science.” The develop-
ment of computer science near that time was opening an oppor-
tunity to this end. In the late 1970s, Tukey (1977) published
Exploratory Data Analysis, promoting a new approach to statistics
where “more emphasis needs to be placed on using data to suggest
hypotheses to test […] Exploratory Data Analysis and Confirmatory
Data Analysis candand shoulddproceed side by side”.

In 1977, the International Association for Statistical Computing
(IASC, http://iasc-isi.org/about-iasc2/) was established as a section
of the International Statistical Institute: “It is the mission of the
IASC to link traditional statistical methodology, modern computer
technology, and the knowledge of domain experts in order to
convert data into information and knowledge” (IASC, 1977; Rizzi
and Vichi, 2006; Davenport and Dyche, 2013). In 1996, the Inter-
national Federation of Classification Societies (IFCS) used, for the
first time, the term Data Science in the title of their biennial con-
ference (“Data science, classification, and related methods”).
Aligned with this approach, Jeff Wu seems to have been the first to
ask whether Statistics should change its name to Data Science in his
talk entitled “Statistics¼Data Science?,” which was given first in
November 1997 as the inaugural lecture for his appointment to the
H. C. Carver Professorship at the University of Michigan. In 1998,
this was his first P. C. Mahalanobis Memorial Lecture, in honor of
Professor Mahalanobis, the founder of the Indian International
Statistical Institute (IISI), and was archived by Wu (1999). In 2001,
William S. Cleveland called for establishing Data Science as a field
“to enlarge the major areas […] of the field of statistics. Because the
plan is ambitious and implies substantial change, the altered field
will be called ‘data science.’" Cleveland put the proposed new
discipline in the context of computer science and the contemporary
work in data mining. One and two years later, the first journals in
the area were launched: The Data Science Journal and The Journal
of Data Science, respectively. These events are largely why the term
Data Science is currently understood by many people to be closely
related to Data Mining and Big Data Analytics rather than the
original sense in which the term was used.

Data Science has also been approached from the perspectives of
Artificial Intelligence (AI) and Machine Learning. In the early 1980s,
there was a clear idea of the importance of using data as the main
source of knowledge extraction. In 1985, Douglas Fisher and Bill
Gale founded the Artificial Intelligence and Statistics society http://
www.aistats.org/past.html with the aim of facilitating interactions
between researchers in AI and Statistics. Nearly ten years later,
Cheeseman and Oldford stated, “We feel that there is great po-
tential for development at the intersection of Artificial Intelligence,
Computational Science and Statistics” (Cheeseman and Oldford,
1994). In 1989, Gregory Piatetsky-Shapiro organized the first
Knowledge Discovery in Databases (KDD) workshop as part of the
International Joint Conferences on Artificial Intelligence (IJCAI)
world conference. It soon (1995) became an independent series of
conferences (ACM SIGKDD). Fayyad et al. (1996) edited the seminal
book “Advances in Knowledge Discovery and Data Mining,” intro-
ducing new techniques and tools for the discovery of knowledge
from data as a response to the urgent need to address “data
flooding.” They defined the Knowledge Discovery from Databases
(KDD) framework as the process of the non-trivial identifying of
valid, novel, potentially useful, ultimately understandable patterns
in data.” In the KDD approach, Data Mining was considered a
specific data exploitation step. One year later, the first international
journal, Data mining and Knowledge Discovery, was launched.

Around the mid-1990s, Data Science started to be seen as a new
business opportunity. At that time, most companies were aware of
having large volumes of collected data that were not properly
analyzed (Berry, 1994). In many current contexts, Data Science can
be understood from a business perspective as the process of
discovering what we do not know from data. It enables us to get
predictive, actionable insight from data, creating data products
with business impact, communicating relevant business from data,
and building confidence in decisions that drive business value
(Somohano, 2013).

More recently, data science has started to be seen as an enabler
that has the potential to transform scientific inquiries. Mattmann
(2013) identified algorithm integration and data stewardship as
two components of data science that are essential for managing the
data deluge in Earth and space sciences and other fields like physics
and genomics. Mattmann described algorithm integration as
including model integration in scientific workflows and interfacing
with data repositories and infrastructures. Mattman also called for
integrating data archival with data processing facilities and, in the
same work, highlighted the diversity of science data that involve
many formats, file types, and conventions. In fact, Data Science is
often based on the analysis of datasets resulting from a previous
conversion of videos, audio recordings, signals, data streams, or
websites into sets of relevant and/or sufficient indicators by means
of feature extraction techniques, thus finding the relationships
between several sources of heterogeneous data together and
identifying complex, hidden patterns useful for decision support.

In the last several years, data science has been challenged to
make the next steps in science by enabling in-silico scientific dis-
coveries from vast amounts of data, where computers are enabled
to identify and prove hypotheses not constructed by scientists. For
example, Agarwal and Dhar (2014) describe the explosion of op-
portunities for scientific inquiry with readily available, large, and
complex datasets and suggest that computers are now powerful
enough to not only verify hypotheses but also to suggest new
theories. Though such claims may seem ambitious, advances in
machine learning, artificial intelligence, data integration, and
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stewardship seem very promising. Similarly, Caffo et al. (2016)
warn that the Big Data/Data Science hype will flame out if it is
only about “data” and not “science.” They argue that Data Science is
only useful when the data are used to answer a question,
expressing views similar to those that have been expressed by
others that there are limits to what can be accomplished using Data
Science methods and tools and that a balance must be struck be-
tween newer and more traditional scientific methods. Other au-
thors (Lauro et al., 2017) characterize Data Science as the process by
which data are transformed into actionable knowledge to perform
predictions as well to support and validate decisions. Lauro uses a
metaphor such that “Computer Science represents the language of
Data Science, Statistics the logics of Data Science, and domain
expertise constitutes a catalytic element in the absence of which
the transformation cannot be achieved”.

3. The added value of Data Science

The development of Data Science promoted a new concept in
decision-making in general (including business) where decisions
are data-driven, and the added value to organizations (either in-
stitutions or companies) is not more technology, nor capital, but
information, where data is considered to be a primary source of
knowledge. This transformation is not restricted to business fields,
and the value that Data Science processes can add to our under-
standing of complex phenomena is widely recognized.

Davenport claimed that, “instead of competing on traditional
factors, companies are beginning to employ statistical and quantitative
analysis and predictive modeling as primary elements of competition”
(Davenport and Harris, 2007). The Climate Corporation, whose
motto is “Data services for yield maximization,” was acquired by
Monsanto in 2013 for nearly $1 billion U.S. Monsanto, John Deere,
and DuPont Pioneer are amongmany companies scrambling to help
agricultural producers do more with their exploding volumes of
data (Noyes, 2014), and the value of Data Science for agricultural
applications is clear in the obvious market demand for these
services.

In one specific example application that demonstrates this po-
tential value, Elarab et al. (2015) coupled high resolution imagery
from an unmanned aerial vehicle remote sensing platform with
machine learning algorithms to estimate chlorophyll concentration
in crops as an important biophysical parameter for use in precision
agriculture. Their techniques enable farmers to assess the hetero-
geneity of the plants in their fields at fine resolution in space and
time, aiding farmers in targeting management actions accordingly
(e.g., effectively targeting application of fertilizers or water only
where they are needed). The economic and environmental impli-
cations of enabling this type of precision agriculture could be
significant.

Although the value of informed decision making was under-
stood in the 1950s (Luhn, 1958), after the emergence of Knowledge
Discovery in Databases (Fayyad et al., 1996), informed decision
making became more popular (Brynjolfsson et al., 2011). Several
authors discuss the relevance of data for decisions. For example,
Craig Mundi, the head of research and strategy at Microsoft stated,
“Managedwell, data can unlock new sources of economic value.We
are in front of a nascent data-centered economy” (Cukier, 2010).

However, despite the excitement about the explosion in avail-
able data and Data Science methods, the reality is that most
available data are under-exploited, resulting in a loss of potential
for decision making. In 2004, Hammond formulated what he called
“the Fact Gap: the disconnect between data and decisions”
(Hammond, 2004) to refer to this phenomenon of low consumption
of available data at the decision making level. Data Science is an
emergent discipline that focuses on the intensive consumption of
available data to extract decisional knowledge relevant for
informed decision making and to bridge Hammond's Fact Gap. In
the environmental sciences, United Nations Agenda 21 has already
since 1992 included a section on “bridging the data gap,” high-
lighting that “the gap in the availability, quality, coherence, stan-
dardization and accessibility of data between the developed and
the developing world has been increasing, seriously impairing the
capacities of countries to make informed decisions concerning
environment and development” (UN, 1992).

4. Data scientist: a new professional profile

It seems clear that the skills required to perform Data Science
point to a new professional profile and claim that academia start to
design new curricula to train this new type of professional. Hal
Varian, Google's chief economist, when interviewed by McKinsey
referred to the “scarce ability to extract wisdom from [data]”
(Cukier, 2010). In many situations, data scientists are expected to
have a broad set of skills, eloquently defined by Josh Wills (2012):
“A Data Scientist is a person who is better at statistics than any
software engineer and better at software engineering than any
statistician.” Acquisition of the appropriate skills for effectively
applying Data Science is critical in order to ensure a solvent
extraction of the right value contained in data. Some authors have
reported how, in the absence of proper training, several data sci-
entists have extracted contradictory conclusions from a single
dataset by performing different analytical procedures (Baeza-Yates,
2017; Silberzahn et al., 2015).

Davenport and Patil in their 2012 article in the Harvard Business
Review provocatively entitled Data Scientist: The Sexiest Job of the
21st Century argue that skills required for being an effective data
scientist go beyond statistical or analytical capabilities and should
include storytelling with data and excitement with potential for
breakthroughs in the particular domain. Other authors have also
described the new profile of a data scientist and the specific skills
required to do Data Science properly (e.g., Sooraij Shah, 2013).

Contemporarily, the shortage of talent with required skills for
capturing the whole potential of data was reported by McKinsey in
2011 by quantifying a shortage of 140,000 to 190,000 data scientists
by 2018 (Manyika et al., 2011). In his keynote at the Campus Party
Europe in September of 2013, A. S. Pentland, head of MediaLab
EntrepreneurshipMIT, said, “There are too few data scientists in the
world, and education needs to change in order tomaximize the true
potential of data science” (Palmer, 2013). At that time, 62% of ex-
ecutives realized that the lack of data scientists was causing a real
problem (One Poll Survey, for soft supplier Teradata (McKenna,
2013)). The shortage is especially severe in the U.S. For example,
80% of new data scientist jobs were not filled within the year
2010e2011 (Harris et al., 2014). In the U.S., the demand for Data
Science and analytics jobs is projected to grow by 15% between
2015 and 2020, with the highest rate of growth rate of 28% expected
for the specific job title of Data Scientist (Markow et al., 2017). The
lack of data scientists that can do high quality work with available
data contributes to the Fact Gap (Burns, 2017), and this shortage
still persists at the time of this writing (Business.com, 2017).

In spite of the shortage of skilled professionals, Data Science has
become a relevant profession in the last few years. In 2013, Venture
Beat reported Data Science as the second best new job in America.
In a more recent report, they show data scientist as the number one
best job in America (VentureBeat, 2017), and Piatetski-Shapiro
(2017) reported on KDnuggets that “Glassdoor again ranked Data
Scientist as the no. 1 job in USA, and 5 of the top 10 US jobs are related
to Analytics, Big-data, and Data Science,” a ranking that was repeated
by Glassdoor in 2018.

As a response to this reality, the last few years have seen
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recommendations and guidance for integration of Data Science into
degree programs (e.g., Association for ComputingMachinery, 2017).
Many universities have created qualifications in Data Science or in
some of its related areas such as Data Analytics, Business Intelli-
gence, and so on. These new programs tend to be associated with
the Computer Science or Mathematics/Statistics disciplines. While
Earth, Environmental, and Life science curricula have not caught up
to those of Computer Science and Mathematics/Statistics in the
area of Data Science, it is becoming more common to find specific
courses or discipline specific focus areas on Data Science methods
in additional scientific disciplines.
5. A modern view of Data Science

So far we have seen that there is no clear, agreed definition of
the term Data Science, but the intrinsic multidisciplinary nature of
the field seems to be clear. Conway's Data Science Venn Diagram
(Fig. 1, Conway, 2013) provides a useful conceptualization for how
coding skills (Conway calls them hacking skills), math and statistics
knowledge, and domain science expertise (Conway calls this sub-
stantive expertise) come together to enable Data Science. Domain
expertise combined with math and statistics knowledge is where
most traditional research is conducted. Coding with math and
statistics knowledge may lead to insight through machine learning
using data, but without driving scientific questions and hypotheses
that come through domain expertise, mechanistic or process un-
derstanding may be limited. Coding skills combined only with
domain expertise may lead to incorrect interpretation of results
without knowledge of math and statistics (the danger zone in
Conway's diagram). It is only at the intersection between the three
elements that Data Science can be most effective. Indeed, multi-
disciplinarity has become a main pillar of Data Science.

In recent applications, it is still possible to see the relationship
between Data Science and Computer Science, Statistics, Data Min-
ing, and Big Data Analytics. Essentially, Data Science is broader than
these fields, but can make use of all of them. For example, Data
Science does not necessarily concern itself with the size of the data
being processed, but rather with transforming data into added
value for the end user and extracting relevant knowledge from data
coming from complex phenomena. Where data are prolific, Data
Science uses techniques from Big Data Analytics to perform parts of
its workflow. Similarly, the Data Mining process works well for the
overall development of some Data Science applications. Robust
statistical methods are needed in most Data Science applications,
but the potential heterogeneity, complexity, and size of data can
require innovative solutions from Computer Science.

Trying to precisely define the relationship between these fields
is difficult, as their definitions and the boundaries between them
are not altogether clear. Even the terms used to describe Data Sci-
ence methods and the methods themselves are often confusing, as
Fig. 1. The data science venn diagram (Conway, 2013).
discussed in Section 2. From a practical perspective, we are very
much in agreement with Lauro et al. (2017) that the novelty of Data
Science is identified to be the role played by knowledge, which is
definitely integrated into the process, including interpretation is-
sues, with the main purpose to give meaning to data.

In the current context, we consider Data Science as the multi-
disciplinary field that combines data analysis with data processing
methods and domain expertise, transforming data into understand-
able and actionable knowledge relevant for informed decision making,
thus contributing to bridge Hammond's Fact Gap. This modern
view and its associated techniques and applications are enabling
Data Scientists to synthesize value-added products from diverse
datasets that would be otherwise impossible to obtain. Data Sci-
ence often requires the ability to overcome data complexity and the
limitations of classical statistics and machine learning techniques -
for example dealing simultaneously with heterogeneous data
sources (e.g., videos, text, or streams) or coping with non-
independencies, non-normalities, and few technical hypothesis
on variable's distributions, when required.

6. Data Science in Environmental Sciences

Much of our discussion up to this point has involved mathe-
matics, statistics, computer science, and applications of Data Sci-
ence in general, including impact in business. However, there is no
shortage of opportunity for applications in Environmental Sciences
(Gibert et al., 2008). Indeed, as the size and complexity of envi-
ronmental datasets continue to grow, the demand for Data Science
in environmental applications is increasing. Data Science is able to
add value to Environmental Sciences in many different ways.

Data Science is at work in examining, interpreting, and deriving
useful and actionable information from environmental sensor data
streams (Athanasiadis and Mitkas, 2007; Reis et al., 2015; Bifet
et al., 2017). These datasets, produced by in situ and remote sen-
sors of many different types, span the environmental sciences from
climate and weather observations from satellite and ground-based
sensors (e.g., Hill et al., 2011) to air quality sensors (e.g., Wiemann
et al., 2016), hydrologic and water quality sensors installed in
aquatic environments (e.g., Wong and Kerkez, 2016), water quality
sensors in wastewater treatment processes (e.g., Corominas et al.,
2017), sensors used to track the movement and behaviors of bio-
logical organisms (e.g., Kranstauber et al., 2011), ground-based
sensors for detecting and quantifying the magnitude of earth-
quakes and geological events, andmany other applications. The size
of these monitoring networks and the datasets they produce is
growing as the cost of sensors and related systems is falling, pro-
ducing a greater need for analysts capable of managing the datasets
produced and assimilating themwith simulation models and other
applications. Sometimes, evolutionary and population-based algo-
rithms are used to extract relevant parameters of a reference
phenomenon based on these sensor data Afshar et al. (2015)
describe an application to water resource management, Levasseur
et al. (2008) uses genetic algorithms in soil applications and
Nagesh Kumar et al. (2006) describe an application for optimal
reservoir operation for irrigation of multiple crops.

Another quickly growing application is that of interpreting data
collected from aerial drones, sailing or aquatic drones, and satellite
remote sensing (Roelofsen et al., 2014; Elarab et al., 2015; Gauci
et al., 2018). Remote sensing data of these types are becoming
more and more vital for accurate and broad environmental moni-
toring. The scope of these applications is simply too broad for in-
dividual sensors or ground-based stations to be effective, but the
volume of data produced by remote sensing drones and satellites
can dwarf most other environmental datasets, requiring specialized
tools, techniques, and training for data analysts.
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Many new applications at the nexus between water and energy
are generating high spatial and temporal resolution datasets using
smart metering technologies that collect observations of water or
power usage at frequencies on the order of seconds (or even more
frequent) to support applications such as end use disaggregation,
demand estimation, and demand management (Cominola et al.,
2015; Gurung et al., 2015). Sophisticated algorithms and data
management techniques are required for these applications, and
without them, high resolution data can be an unnecessary barrier
for water and power system managers who have traditionally used
metering data for monthly billing purposes (Horsburgh et al., 2017).

Preparing datasets designed to support high-performance,
large-scale (e.g., continental scale) modeling and analyses is
another area Data Science is being used within the environmental
sciences. These datasets are typically derived from existing geo-
spatial data, but are organized over large spatial scales using so-
phisticated data modeling to provide the backbone for
environmental models. Examples include the National Hydrogra-
phy Dataset Plus (NHDPlus) being used as the hydrologic network
underlying the continental-scale National Water Model in the U.S.
Another example includes ongoing efforts by the United States
Geological Survey to link aquatic monitoring sites and features to
the network of streams in the U.S. (ELFIE - https://opengeospatial.
github.io/ELFIE/json-ld/) using concepts from the Open Geospatial
Consortium's HyFeatures specification (Dornblut and Atkinson,
2014). Data Science is needed in the design and preparation of
these types of datasets to enable high resolution and high perfor-
mance use.

Model outputs from high resolution, long temporal period
climate simulations represent another class of environmental data
requiring specialized skills for analysis. Analysts and modelers
working with global or continental scale models are often faced
with hundreds of terabytes of model-generated results that must
be reduced to useful products that can be used for downstream
analyses (Ashraf Vaghefi et al., 2017). The volume of data involved is
challenging from not only the data use perspective, but also from
the perspective of provisioning basic storage hardware and soft-
ware required for short and longer term uses of these massive
datasets. Inmany contexts, integrating data and domain knowledge
for obtaining better models requires application of Data Science
methods. In this sense, Uusitalo (2007) discusses the use of
Bayesian Networks in environmental modelling. Blattenberger and
Fowles (2017) have also used them to evaluate avalanche danger,
and Gibert et al. (2010a) used prior knowledge to bias a clustering
process in waste water treatment plant applications.

Combining disparate datasets from multiple scientific domains
for synthesis studies and to create new, derived datasets can also be
enabled using Data Science. Vitolo et al. (2015) provide a broad
review of many of the techniques and technologies that have been
applied in enabling data integration, particularly via the Internet.
This is a problem of data fusion, where complexity and heteroge-
neity in data can be more challenging than size (Nativi et al., 2015).
Often, combining datasets from different sources in a single ana-
lyses requires specialized skills in data management, programming,
and visualization that are central to Data Science (as in Porter et al.,
2014). Geospatial machine learning methods (e.g., Kanevski et al.,
2008) are also helping in this area (McCord et al., 2017; Hengl
et al., 2017).

Another emerging area in environmental Data Science involves
linking human health to environmental conditions, especially in
the cases of natural disasters such as hurricanes, flooding, or
earthquakes (e.g., Klise et al., 2017). Major hurricane events seri-
ously impact the availability of power, potable water, and other
basic human needs. Relatively little is currently understood about
the short and longer-term effects events like these have on human
health because it is only in the past few years that more detailed
datasets have been available for characterizing environmental
conditions during and following events along with health impacts
that can be attributed to these conditions. Exposure (G�omez-
Losada et al., 2014; Schlink et al., 2016) is another new issue that
requires attention. The impact of air pollution on public health is
currently a focus of interest, and modelling air quality on the basis
of data streams provided by smart sensors currently available in
many cities is crucial to understand how exposure affects public
health, but also to perform real time air pollution forecasting to run
preventive and protective healthcare plans for citizens’ health. Data
Science linking environmental and human health data raises mul-
tiple challenges. First, human health data are sensitive, restricted,
and must be anonymized. Second, the format, vocabularies, and
syntax of these two types of data are very different and require the
combination of different resources to deal with them simulta-
neously. Properly linking environmental and human health data
requires unique and careful approaches for both data management
and analysis.

7. Current challenges and trends in Environmental Data
Science

While the use of Data Science techniques to enhance research in
the Environmental Sciences is rapidly growing, it is not without
significant challenges that must be overcome. In this section, we
describe some of these challenges, and, while likely not exhaustive,
the list we provide here clearly illustrates that there is much room
for improvement.

Challenge 1: Shortage of trained Data Science experts to
cover real demand: As mentioned, many authors identify a rele-
vant shortage of properly trained data scientists to cover the real
demand. New training programs are being deployed at different
levels of academy to increase the number of formally trained data
scientists. However, it is unlikely that the number of personnel
formally trained as data scientists will be able to keep up with the
growing demand from so many different disciplines in which they
are now employed. From the Environmental Science perspective, it
will remain difficult to attract the best and brightest to work on
environmental problems when salaries for data scientists are so
much higher elsewhere. This is common with Environmental
Informatics, as already pointed out by Swayne (2003).

Challenge 2: Lack of Data Science skills within Environ-
mental Science curricula: Applying Data Science approaches to
Environmental Systems and data requires all three skills described
by Conway (2013) - data programming and data modelling skills (in
general, including statistical and machine learning approaches),
and domain knowledge. It will continue to be difficult to find in-
dividuals that can effectively do all three with sufficient expertise.
Collaborations between environmental scientists and computer
scientists can potentially address this need, but are difficult to
foster because the needs, interests, and expertise of collaborators
are not always aligned. Even though curricula in Environmental
Engineering and the Environmental Sciences are evolving to
address this, they have not totally caught up with the need yet, and
sustained efforts are required to resolve this deficiency. Developing
resources within open environmental data repositories accompa-
nied with problem descriptions can provide materials for intro-
ducing realistic practicums in education that helps in better
training new scientists.

Challenge 3: Methodological gaps for designing Data Science
processes in real applications: The number and variety of envi-
ronmental problems suitable for application of Data Science ap-
proaches is high. It is currently the responsibility of the data
scientist to translate the environmental problem into a Data

https://opengeospatial.github.io/ELFIE/json-ld/
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Science workflow that encompasses both the goals of the problem
and available data. This includes identifying the proper pre-
processing, data mining, and knowledge production methods and
their proper sequencing and interactions to create a Data Science
workflow that will advance the project. Gibert et al. (2016) provides
some guidelines to design preprocessing steps. There are currently
no established guidelines or standards for how to design Data
Science workflows, leaving subjectivity in their design and diffi-
culty in comparing results where different workflows may have
been used to address the same or similar problems. Research is
needed in this respect to build a conceptual framework with
standard Data Science Processes providing answers to a certain
kind of problems.

Challenge 4: Guidelines to map families of environmental
problems with prototypical Data Science processes that help in
environmental application: From a structural point of view, there
are some commonalities in some families of environmental prob-
lems that fit well with a similar kind of Data Science process. As an
example, analyzing the effect of pollutants may require similar
analytics for air pollution or water pollution. Analogously, pre-
dicting the survival of certain protected species might require
similar methods for forest fauna and freshwater fish. Even if the
related environmental systems are radically different, the first
example may entail in both cases modelling continuous multi-
response variables (several coexisting pollutants) that are never
independent and develop in a spatiotemporal space, whereas the
latter example is, in both cases, about discrete prediction methods
with a single counting response variable. Very little work has been
done on finding families of environmental problems that share
structure and building guidelines to map them into standard
Environmental Data Science workflows. A deep analysis of the
different environmental problems suitable for Data Science is
required to produce insights about them and how they map to
standard Data Science solutions. Providing environmental scien-
tists with tools to help them identify the structure of an environ-
mental problem would be of great benefit to do these mappings
and opens the door for more effective application of Data Science
techniques within the Environmental Sciences.

Challenge 5: Data quality and dealing with uncertainty in
data: Data quality is currently one of the hotpoints of the Data
Science process. As environmental data always includes mistakes
or biases, the validity of Data Science processes that use these data
becomes limited at best, or even dangerous under worst case sce-
narios, enabling the production of potentially incorrect conclusions
that may lead to decisions with dramatic consequences. As an
example, in 2012, the secretary of environmental protection in
Pennsylvania told Congress that there was no evidence the state's
water quality had been affected by fracking. In August 2014, the
same department published a list of 248 incidents of damage to
well water due to gas development. This discrepancy was caused
because six regions in the state had missing data in 2012, and data
collection was not the same among regions (Barrett and Greene,
2015).

With the diversity of information sources combined in Data
Science projects, often including videos, audio recordings, images
and real time data streams, guaranteeing the quality of data re-
quires development of stronger methodologies that go beyond the
current catalogs of unconnected preprocessing operations provided
by existing software. Along with the need for more research in data
preprocessing approaches (Gibert et al., 2016), there is also a need
for efforts to improve technologies behind smart sensors to reduce
failures in measurements, eliminate noise, and increase the quality
of data transmissions. In spite of the need for improvement in these
areas, it has to be noted that Data Science offers a certain robust-
ness with regard to noise that other approaches cannot achieve.
More recent approaches like deep-learning have shown reasonable
performance with noisy data, pointing that Data Science might
create useful results even from noisy or lower quality data. The
potentials in this direction is still under-explored.

Challenge 6: Privacy and security: Guaranteeing privacy of
personal data circulating in the Internet, from sources ranging from
smart sensors to communication networks, data centers, or the
cloud is another critical issue that requires attention and limits the
scope of applying Data Science to all available environmental data.
For example, federal laws in the U.S. and EU directives in Europe
govern the collection, management, and disclosure of personally
identifiable information, including health and medical records or
farmer's data. Yet, there are many potential opportunities for
combining this type of datawith those from environmental sensors
or samples to learn more about the effects of exposure to envi-
ronmental conditions (e.g., Reis et al., 2015). Another example is
privacy preservation in creating crowdsourced noise maps
(Drosatos et al., 2014).

Challenge 7: Methods to choose pertinent, correct, sufficient,
and non-superfluous data for analysis: As the volume and het-
erogeneity of available data continues to grow, no clear criteria
have been established to assess which out of all available data is
required for an analysis, or whether available data is representative
enough of the whole target population. “Big” is not necessarily
linked with “sufficient” or “unbiased,” andmorework is required to
provide guidelines for making these decisions. This necessarily
requires clarification of which possible biases different data sources
might include by construction. Furthermore, as the volume, speed
and diversity of collected data is growing, it is hardly possible for
scientists to keep on manually preprocessing data - i.e., performing
tasks such as data linking, cleaning, and integration. Data sharing
and discovery need to be performed using methods that make it
possible for machines to tackle these tasks with semantic inter-
operability, rather than human experts. Additionally, clear policies
on use of big or small data for specific environmental applications is
needed.

Challenge 8: Need for development of integral data mining
methods: There is a clear need for data mining methods able to
cope with heterogeneous data that might include traditional da-
tabases, data derived from environmental samples, smart sensor
data or data from supervisory control and data acquisition (SCADA)
systems, data with intrinsic uncertainty (like georadar data), data
streams, geospatial datasets, images, sounds, and free text to pro-
vide an integrated overview of a complex system. These methods
must also address any structural complexities involved (e.g., high
order interactions, multigranularity, spatiotemporality, etc.).

Challenge 9: Guidelines to choose the right analytics method
for a given problem:

Challenges 5 to 7 are related to the data used in the Data Science
process. Next step in the process is analyzing data with suitable
methods. Selection of the proper methods to effectively process
data can be equally difficult. Not much work has been done to
establish consensus about which analytics methods are effective
and appropriate for specific applications (Gibert et al., 2010b). As
such, there are few clear guidelines for analyzing a certain kind of
data when addressing a certain kind of question. We have even
seen how analyses of the same dataset can provide contradictory
conclusions when analyzed by two independent data scientists
without a common set of guidelines for conducting the analysis in
the proper way.

Challenge 10: Clear policies on long-term data storage and
computational costs in terms of both sustainability and infor-
mation availability: When data has been consumed for a primary
analysis, it is useful to store it in a long-term data repository for
future exploitations, including combining it with other information
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sources for reuse or comparative analysis, as well as for indepen-
dent verification of results. However, all of these data consume
storage space and require energy for both storage and processing.
The costs of storage space and energy consumption associated with
data and processing envisaged in the near future present critical
sustainability challenges. In 2013, data centers in the U.S. consumed
91 TWh of power (this is approximately 2.2% of the total power
generated in the U.S.) (CGO, 2014). It is expected that in 2020 this
consumption will increase to 3.5%. Communication networks
consumed approximately 5% of total energy generated in 2012, and
it is expected that this will increase to 10% by 2020. As another
example, the penetration and buildout of the Internet of Things
(IoT) is expected to raise data consumption around 27% between
2015 and 2020 (CGCI, 2015). TREND (2013) estimates that
approximately 4.6% of world energy consumption (~9000 TWh per
year) is currently devoted to information and communications
(ICT) systems, with yearly increase of 7%. Given these estimates of
current consumption and projected growth, finding ways to
become more efficient with computation and long-term storage,
along with criteria for which data need to be stored versus which
data can be discarded will become critical. This also includes con-
siderations about the long-term effective life of digital objects that
may suffer from degeneration along time (Conway, 2010). For
example, images and audio recordings (Corrado and Moulaison
Sandy, 2017) require specific methodologies to guarantee they
will still be usable in the long future, in spite of software upgrades
(de la Rosa et al., 2010).

Challenge 11: Reproducibility and interoperability: Some
scientific communities have aligned themselves around standard
formats for data and standard software for particular analyses.
Examples include the use of the Network Common Data Form
(netCDF) file format in the weather and climate community or the
use of the Quantitative Insights into Microbial Ecology (QIIME -
http://qiime.org/) software used by many scientists and bioinfor-
matics experts to perform microbiome analysis from raw DNA
sequencing data. Such standardization can promote the reusability
of data and the reproducibility of analyses. However, other scien-
tific domains have not achieved this level of standardization, and
heterogeneity in both data and analysis techniques is still a barrier
to rapid scientific progress using Data Science. The sheer volume of
data used in some scientific analyses can also be a barrier to
reproducibility because it is not always practical or possible to store
and maintain the large volumes of data used for a particular anal-
ysis (see previous challenge). Also, reproducibility is not just about
preserving data in an accessible form in the long-term, but also
about retaining the exact conditions of the analysis itself, i.e. the
algorithms used, the input parameters, software versions involved,
the intermediate data preprocessing and transformation steps, and
documentation with enough detail and precision to allow the
reproduction of exact results using the same data. Often, inade-
quate details are recorded about the complete Data Science work-
flow, and some random elements are involved in the middle of the
process (like initial random class seeds in K-means, for example)
making reproducibility difficult, and, as a consequence, the scope of
conclusions may also become limited because generality of con-
clusions is impacted by lack of reproducibility. Given that it is un-
likely that all scientific disciplines will settle on standards for data
collection, management, and analysis, better methods are needed
for capturing scientific workflows to enhance the reproducibility of
data-intensive analyses.

Some of the challenges described above may be addressed
through the results of future, interesting research trends from the
side of Data Science that may provide new techniques and meth-
odologies for using environmental datasets to provide answers to
certain environmental problems. On the other hand, the future will
also require research to create new environmental datasets and to
make existing environmental data more suitable for use with Data
Science approaches. This will likely rely more on future research
from Environmental Science experts who better understand tech-
niques for making measurements, formulating domain specific
models of environmental phenomena, and generating data. In our
opinion, the most productive approach for addressing the problems
listed above is to enhance collaborations in multidisciplinary teams
where both environmental and data scientists work together to
contribute to overcoming of these challenges in the near future.

8. Conclusions and the path forward

In this paper we have provided insight into the origins of the
Data Science field, the intrinsic nature of Data Science, and how it
can contribute to improving understanding and management of
Environmental Systems. The new view of the field we have pro-
vided stresses the multidisciplinary nature of Data Science as a
combination of data analytics, data processing, and knowledge
management in order to provide added value for decision making.
The term is still controverted as it is a high-level umbrella
encompassing methods and techniques from many interrelated
areas with a common ambition of providing global understanding
of complex phenomena.

Indeed, “the magic” involved in Data Science (i.e. extracting
wisdom from data as Hal Varian expected in 2009) requires specific
skills that are not frequent yet in professionals Corporations real-
ized the potential impact from highly qualified data scientists and
underwent a deep transformation in recent years towards the new
“data-centered” economy announced by Cukier in 2010. The phe-
nomenon is not restricted to corporations and we are encouraged
to see that academia has started to deploy new Data Science
curricula. However, current efforts are still far from covering the
existing shortage. One approach to addressing the lack of Data
Science professionals (Challenges 1 and 2 above) is to promote a
new culture where the keystone for Data Science is no longer a
single multifaceted professional, but rather performing Data Sci-
ence within a multidisciplinary team. Such teams could be
composed of statisticians, machine learners, software engineers,
knowledge engineers, and domain experts like environmental
scientists for environmental applications that guarantee the high-
est levels of expertise in all the skills involved in real Data Science
projects to achieve the “extraction of wisdom from data” already
mentioned. In that case, a common language among such working
teams is still required and needs to be part of specific, post-
graduate curricula to be urgently developed by academia.

Our current ideas about what are necessary components of
engineering and science curriculamay also need to change to create
a next generation of engineers and scientists who are better trained
in Data Science and who are more capable of working in collabo-
rative teams. This requires development of specific training aimed
at transferring the basics of Data Science to environmental scien-
tists and the basics of Environmental Sciences to data scientists. We
anticipate working toward a new generation of professionals with
the necessary skills to not only understand the scientific concepts
within a domain, but who also have the data processing and
computer science expertise to be able to work in computationally
complex and data intensive fields. Stronger links may also be
needed between academia and corporations to enable students to
be actively engaged with corporations as part of their educational
experience (without leaving their degree program entirely), mak-
ing education more of a partnership between educators and
employers.

The Environmental Sciences cannot elude the transformation
produced by the penetration of Data Science (and data scientists or

http://qiime.org/
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data scientist teams) that has been experienced in many other
application fields. In fact, we have already seen howmuch potential
Data Science has for analyzing environmental systems, providing a
broad perspective of the complexity involved in these systems, and,
as a consequence, a nice support for deeper understanding of
environmental phenomena and enhanced information for
decision-making. However, significant challenges remain. We
envisage and encourage new research trends that contribute to
integration between Data Science and Environmental Sciences.

At a high level, new tools that understand the structure of
environmental problems and can refer analysts to a standardized
family of reference environmental problems would be a major help
in mapping environmental problems to Data Science methods and
workflows that can provide an appropriate solution. Standardiza-
tion of Data Science methods would also be a major benefit in this
scenario, addressing Challenge 3 above, and would contribute to
reproducibility and interoperability (Challenge 11). This is a high-
level activity very much related to the design of Data Science
processes.

On the other hand, specific criteria have to be developed to
properly manage each of the internal steps within a Data Science
workflow, including measurement, data transmission, data storage,
analysis, and sharing (Challenges 6 to 11). Many users who have
collected heterogeneous, noisy, non-linear, multigranular, spatio-
temporal environmental data face the prospect of not knowing
which methods to use, how to evaluate their effectiveness, or what
constitutes an acceptable result (Challenges 8 and 9). Thus, further
methodological development followed by software development
supporting new methods and guidelines for appropriate usage is
encouraged. To do this, a bespoke repository of environmental
problems with their associated Data Science workflows could
provide a basis to support research development, benchmarking,
and a complementary platform of typical pre-processing methods,
modelling tools (either predictive of descriptive), and post-
processing methods. It could provide a focal point in the area of
Environmental Data Science to centralize methodological
achievements with their corresponding guidelines. These tools
could be used with a level of intelligent guidance and explanation
adapted to the level of expertise of the user and would be useful to
train a new generation of data scientists as well.

The paper elicits that Environmental Data Science is a fruitful
research area providing strategic added value to both corporations
and environmental systems and merits attention for further de-
velopments in the short, mid, and long-term.
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