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ABSTRACT
This work extends the Fuzzy Lattice Reasoning (FLR) Classifier
to manage spatial attributes, and spatial relationships. Specifically,
we concentrate on spatial entities, as countries, cities, or states. Lat-
tice Theory requires the elements of a Lattice to be partially or-
dered. To match such requirement, spatial entities are represented
as a graph, whose number of nodes is equal to the amount of unique
values of the spatial attribute elements. Then, the graph nodes are
linearly arranged to formulate a partially ordered set; and thus be
included in the Fuzzy Lattice classifier. The overall problem of in-
corporating spatial attributes in FLR was deduced to a Minimum
Linear Arrangement problem. A corresponding open-source imple-
mentation in R has been made available on CRAN repository. The
proposedmethodwas evaluated using an open spatial dataset from
the National Ambient Air Quality Standards (NAAQS). We inves-
tigated whether the addition of the spatial attribute contributed to
any improvements in classification accuracy; and how linear ar-
rangement alternatives may affect it. Experimental results showed
that classification accuracy is above 85% in all cases, and the use
of spatial attributes resulted to an increased accuracy of 92%. Al-
ternative linear arrangements did not contribute significantly in
improving classification accuracy in this case study.
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1 INTRODUCTION
In the Internet of Things Era, Big Data are collected in unprece-
dented velocity and volume. A very common characteristic of In-
ternet of Things data is that they often include spatial attributes,
let them be locations of smart devices, sensors, mobile phones or
users. Big Data and Internet of Things pose new challenges for
machine learning algorithms, including managing and extracting
knowledge from spatial and temporal data. Spatial data mining is
the process of discovering interesting and previously unknown,
but potentially useful patterns from spatial databases [16].

Conventional data mining techniques are not directly suitable
for extracting spatial patterns, due to the complexity of spatial data
and intrinsic spatial relationships. Efficient tools are needed for
extracting information from spatial data are crucial to organiza-
tions which make decisions based on large spatial datasets, spread
across many application domains including ecology and environ-
mental management, public safety, transportation, earth sciences,
epidemiology and climatology [18]. In contrast to traditional ap-
proaches on numeric or nominal data, spatial data mining algo-
rithms are required to discover neighbor relationships to extract
useful patterns. This is necessary based on the assumption that
neighboring objects significantly influence each other [5].

In this work, we concentrate on the Fuzzy Lattice Reasoning
classifier[1, 2, 11], and propose a method for including spatial data
attributes in the formation of Fuzzy Lattice Rules, by linearly ar-
ranging spatial attributes to form (fuzzy) lattices.

The rest of the paper is structured as follows. In Section 2 we
present shortly the basic definitions of Fuzzy Lattice theory and the
principles of the Fuzzy Lattice Reasoning Classifier: the Fuzzy Lat-
tice Rule engine, rule induction and decision making. Then spatial
data attributes in the FLR framework are introduced by represent-
ing spatial data in the form of graphs, and then linearly arrang-
ing them to form fuzzy lattices. A reference implementation of the
method is provided as open-source software available on CRAN.
In Section 3 an experimental evaluation using a real dataset from
GeoCommons is presented, and the FLR Classifier parameters are
tuned to find the best performance. Results show significant per-
formance by including the spatial attributes. The paper concludes
with a discussion about the findings and future work.

2 METHODS
While in the literature there is some work on modelling spatial
relations and operations using partially ordered sets [13], this is
the first time that spatial data attributes are used as constituent
lattices in a product lattice, and are investigated for reasoning in
the context of the Fuzzy Lattice Reasoning classifier[11].

https://doi.org/10.1145/3109761.3158378
https://doi.org/10.1145/3109761.3158378
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This section first summarizes useful mathematical definitions
about fuzzy lattices [1, 2, 4, 6, 10–12] and the Fuzzy Lattice Reason-
ing classifier [1, 2, 11], and then introduces a novel representation
for spatial data attributes in the framework of fuzzy lattices.

2.1 Fuzzy Lattices
A partially ordered set is called lattice L, when any two of its el-
ements a,b have a greatest lower bound (a ∧ b) and a least upper
bound (a∨b). A lattice L is completewhen each of its subsets has
both a least upper bound and a greatest lower bound also in L. The
least element its typically denoted as O and the greatest element
as I . Two lattice elements a,b ∈ L are comparable, when a ≤ b, or
b ≤ a or are incomparable (a | |b).

The Cartesian product of N constituent lattices is called a prod-
uct lattice, and is also a lattice [4]. The greatest lower bound of
two product lattice elementsx = (x1, . . . ,xN ) andy = (y1, . . . ,yN )
is x ∧ y = (x1 ∧ y1, . . . ,xN ∧ yN ), and the least upper bound is
x ∨ y = (x1 ∨ y1, . . . ,xN ∨ yN ) [4, 6]. A product lattice could
combine disparate types of data as constituent lattices, including
as vectors of real numbers, propositions, events in a probability
space, intervals, sets, or graphs [11].

A lattice L together with a membership function µ : L × L →
[0, 1] such that a ≤ b ⇐⇒ µ (a,b) = 1 is called a fuzzy lat-
tice [12]. The framework of fuzzy lattices has been applied in var-
ious settings and applications for decision-making [10, 12]. In this
work we approach the fuzzy lattice framework from a rule-based
perspective, by extending the Fuzzy Lattice Reasoning classifier,
presented in [11]. Key elements of the fuzzy lattice framework are
presented shortly here, and the reader may refer to previous works
for a more in depth presentation [1, 2, 4, 6, 10–12].

Any real function v : L → R defined on a lattice L is called
a valuation function if it satisfies the condition v (m) + v (n) =
v (m∧n)+v (m∨n) for all elementsm,n of L. A positive valuation
function additionally satisfies a < b ⇐⇒ v (a) < v (b) [4].

An inclusion measure σ : L × L → [0, 1] is defined on a com-
plete lattice L so that that for eachm,n,x ∈ L the following condi-
tions are satisfied [11]:

σ (m,O ) = 0,∀m , O (1)

σ (m,m) = 1 (2)

m < n ⇒ σ (x ,m) < σ (x ,n) (3)

m ∧ n < m ⇒ σ (m,n) < 1 (4)

Any lattice L for which an inclusion measure σ can be defined is
a fuzzy latticewithσ themembership function. If there is a positive
valuation function v defined on a lattice L where v (O ) = 0, this is
a sufficient condition for defining two inclusion measures

k (a,b) =
v (b)

v (a ∨ b) (5)

s (a,b) =
v (a ∧ b)
v (a)

(6)

and both ⟨L,k⟩ and ⟨L, s⟩ are fuzzy lattices [10].
The only requirement for specifying a fuzzy lattice is the selec-

tion of an appropriate positive valuation functionv on a lattice, for
whichv (O ) = 0. Any kind of partially ordered data that can define

a lattice, as numbers, sets, graphs becomes available in the frame-
work of fuzzy lattices if a positive valuation function is ascribed to
it [1].

Also note that the framework of fuzzy lattices has been extended
to lattices of closed intervals [12]. A closed interval of lattice L ele-
ments is defined as [m,n], for every x ∈ L that satisfiesm ≤ x ≤ n.
The set of all closed intervals of lattice elements in L is also a com-
plete lattice with upper bound [O, I ] and lower bound [I ,O], and
an ordering relation is defined as: [a,b] ≤ [c,d] ≡ {c ≤ a,b ≤ d }.

Given two elements [a,b] and [c,d] of a lattice of closed inter-
vals, the least upper bound and the and the greatest lower bound
can be respectively defined as:

[a,b] ∨ [c,d] = [a ∧ c,b ∨ d] (7)

[a,b] ∧ [c,d] =
[a ∨ c,b ∧ d], if a ∨ c ≤ b ∧ d )
0, otherwise

(8)

How to define a valuation function vτ for the lattice of closed
intervals has been discussed in [12, 15]. Based on the positive val-
uation function v defined on a lattice L the valuation function in
the lattice of closed intervals is vτ ([a,b]) = v (θ (a)) +v (b) [12].

Also, both the inclusion measures k and s defined on a fuzzy lat-
tice in equations 5, 6 can be applied on the lattice of closed intervals
as [11, 12, 15]:

kτ ([k, l], [m,n]) =
vτ ([k, l])

vτ ([k, l] ∨ [m,n])
(9)

sτ ([k, l], [m,n]) =
vτ ([k, l] ∧ [m,n])

vτ ([k, l])
(10)

Based on the above, both kτ , and sτ can be used as membership
functions for defining fuzzy lattices of closed intervals, and have
been used for defining a fuzzy lattice rules in the context of the
Fuzzy Lattice Reasoning (FLR) Classifier. Note that the inclusion
measure kτ is more usable compared to sτ [1].

2.2 Fuzzy Lattice Reasoning (FLR) Classifier
Many data structures of practical interest are lattice ordered. The
Fuzzy Lattice Reasoning Classifier [1, 2, 11] is a classifier for induc-
ing a rule-based inference engine from data, based on the instru-
ments of the fuzzy lattice framework presented above. Below we
summarize the how the fuzzy lattice rule engine operates.

A fuzzy lattice rule a → c consists of an element a of a fuzzy
lattice ⟨L, µ⟩ (premise or antecedent), and a label c ∈ C (conclusion
or consequent). The inclusionmeasure µ of the fuzzy lattice defines
the degree of truth for deriving to the rule consequent of against
the perception x . Using the Eq. 5 above: µ (x ,a) = k (x ,a) = v (a)

v (x∨a) .
This definition applies to the whole framework of fuzzy lattices,
and includes lattices of closed intervals and product lattices, also
combining disparate data types as constituent lattices. This is of
particular interest as it allows for combining spatial data with non-
spatial data attributes in a single rule.

A fuzzy lattice rule engine E⟨L,µ⟩,C is as a set of commonly
activated fuzzy lattice rules E⟨L,µ⟩,C ≡ {ai → ci }, where ai ∈
⟨L, µ⟩, ci ∈ C, and i = 1 . . .M . The rules of a fuzzy lattice rule
engine compete to each other to perform reasoning, and the rule
with the highest degree of truth prevails.
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For example, consider a fuzzy lattice rule engine that contains
three rules:

E =

a1 → c1

a2 → c2

a3 → c2

(11)

where a1...3, are elements of a fuzzy lattice ⟨L, µ⟩ and {c1...2} two
predefined classes (labels). Note that the last two rules point to the
same class c2.

When an input element x ∈ L is presented to the engine E,
then the engine will compute the degree of truth table for all three
rules, as: c1 = µ (x ,a1), c2 = µ (x ,a2), and c3 = µ (x ,a3). The
fuzzy lattice reasoning engine will respond with the class ci =
maxarд(µ (x ,ai )).

The task of inducing a fuzzy lattice rule engine is commonly
referred to as training. Let a training set of u1...K elements of
lattice L, each one of which is associated with a class label c ∈ C.
The training pairs are presented to a fuzzy lattice rule engine E,
with the objective to induce a set of fuzzy lattice rules associating
any object u1...M with the corresponding classification label.

All instances of the training set can be treated as fuzzy lattice
rules. Each element of the training set can be consider to formulate
a fuzzy lattice rule ui → ci , where ui is the antecedent and ci
the consequent. This enables to induce a naive fuzzy lattice rule
classifier directly from the training set, simply by memorizing all
training instances as fuzzy lattice rules. The corresponding naive
fuzzy lattice rule engine will consist out ofM (trivial) rules

Etr ivial =



u1 → c1

. . .

ui → ci

. . .

uM → cM

(12)

Previous work [11] proposed a training process that joins lattice
rules pointing to the same class and thus formulates lattice rules
of higher size. This is performed in a single pass iteration over all
training instances, as follows:

FLR training algorithm (simplified from [11])
Step-0: Let a fuzzy lattice rule engine E that consists ofR rules.

All rules are considered to be "set". The engine could be ini-
tially empty.

Step-1: Present the next training element in the form of a fuzzy
lattice rule ui → ci to the initially "set" rules of the engine.

Step-2: If no more rules in E are "set", then append a new rule
u → c to the engine E and go to Step-1.

Step-3: Compute the truth table of all the "set" rules in E against
the antecedent u. The rule a J → c J , that produces the high-
est value in the truth table, is considered as a candidate win-
ner.

Step-4: If c = c J and the size ofu∨a J is less than a predefined
threshold (vigilance parameter, ρcr it ), then replace the can-
didate winner rule in the engine with: u ∨ a J → c J . Go to
Step-1.
Else, remove the candidate winner rule from the "set" ones
and go to Step-2.

Note that the vigilance parameter ρcr it lies in the interval [0.5, 1]
independently of the number of dimensions in a product lattice
[12]. Thus in our experiments below, we used ρcr it as it is not re-
lated to the lattice dimension.

In the testing phase, a perception x is presented to a fuzzy lat-
tice rule engine E with the intention to assign it to a class ct ∈ C.

Decision making involves the competition of all the rules of the
engine in an iterative process. The perception x is presented to all
engine rules and the truth table is calculated for each one of them.
The element x is assigned to the category the rule a J → c J with
the highest degree of truth, i.e. x is included the most in a J .

In previous work, the capacity of the FRL engine was further
broaden by introducing non-linear positive valuation functions [1,
11], which we will not further describe in this paper.

A fuzzy lattice reasoning classifier can be induced in any domain
of partially ordered objects, as that of RN , graphs or sets. While
there has been some research on modelling spatial relations and
operations with partially ordered sets [13], to our knowledge this
is the first time spatial data attributes are used in the framework
of fuzzy lattices for training fuzzy lattice rule engines.

2.3 Spatial data attributes in the framework of
Fuzzy Lattices

Themain challenge in thisworkwas to employ a representation for
spatial data attributes that allows them to be included on the FRL
classifier. Specifically, we are interested in spatial attributes in the
form of geolocation names, such as countries, regions, cities, etc.
Such attributes may be considered forming a graph, whose nodes
are the spatial attributes elements. Without loss of generality we
consider in this work working with polygons, but this work ex-
tends also to lines and points.

The overall problem can be deduced to the Minimum Linear Ar-
rangement problem (MinLA). The Minimum Linear Arrangement
(MinLA) problem is a combinatorial optimization problem formu-
lated originally by [8]. The goal is to find a linear ordering of the
nodes of a given graph, such that the sum of the weighted edge
lengths is minimized [17] (Fig. 1). Essentially, linear arrangement
can be seen as permutations of the nodes, and the MinLA is the
one that minimizes the sum of the weighted edge lengths [14].

The function we created as a solution to this problem calculates
all possible paths (permutations) within the graph. After that, tak-
ing into consideration the distance between the nodes, the overall
distance of each path is determined and the shortest path is chosen.
A preprocessing function then replaces the location names with
the number corresponding to the position of each location within
the chosen path, giving us a linear arrangement which then can be
used directly by the FLR Classifier.

A common choice for spatial frameworks is tomodel spatial rela-
tionships among locations using a contiguity matrix. A contiguity
matrix represents a neighborhood relationship defined using adja-
cency, Euclidean distance, or other metrics [3]. In our case, we used
the Euclidean distance between the centroids of the polygons rep-
resenting regions. Also, we set in the contiguity matrix distances
between non-neighboring locations with a very high value, using
this penalty to force the algorithm to ignore them unless no other
connections are available.
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Figure 1: The nodes of a graph (top) and one possible linear arrangement of them (bottom).

Let us describe the process with a practical example. Consider
nine US States shown highlighted in Fig. 2a. A graph representa-
tion of those states is shown in Fig. 2b, representing each state at
the centered set of latitude and longitude coordinates. Center co-
ordinates of each state in this examples have been calculated as
the average latitude and longitude of all the zip codes within each
state, as reported in [9]. The corresponding continuity matrix can
be derived by calculating the Euclidean distance between adjacent
state centroids, and illustrated in Table 1. Non neighboring states
were assigned an arbitrary high value.

2.4 Implementation and software
The purpose of this work is to extend the FLR Classifier by incor-
porating spatial attributes. The FLR Classifier was extended and
now includes a new preprocessing step that arranges linearly the
objects of the spatial attributes.

The linear arrangement of the spatial attributes elements along
with other tasks such as removing elements of missing class, sep-
arating the data in training and testing etc. occur during the data
preprocessing phase. During the training phase, fuzzy lattice rules
are created in the form of a FLR engine, which in turn will compete
over instances of unknown class in the testing phase. Finally, the
user needs to review the results of the process such as the lattice
rules extracted or the overall accuracy of the predictions made.

A reference implementation of FLR is available in the WEKA
Knowledge Analysis Environment written in Java1. While our ini-
tial intention was to add the new feature to an updated version
of FLR that will still be part of the WEKA environment, after fur-
ther consideration it was decided that it would be more efficient
to choose a different platform, as it would be extremely difficult to
incorporate a new datatype in WEKA.

1And stored in the WEKA SVN Repository

Thus, the R programming environment was chosen, due to its
popularity among generalist data scientists, and also because its ef-
fectiveness in data handling, extensibility and the breadth of avail-
able packages. The development of this package was completed in
three stages. At first, the FLR Classifier was re-implemented in R
language while keeping the functionality of the original algorithm
intact. In the second stage, the geo-preprocessing functionalities
were developed, i.e. spatial attributes are linearly arranged,. Finally,
certain requirements set by CRAN had to be met, in order to share
our code. CRAN is a network around the world that stores identi-
cal up-to-date versions of code and documentation for R submitted
packages. The final software code is available online under GPL li-
cense: https://cran.r-project.org/web/packages/FLR/index.html.

3 EXPERIMENTS AND RESULTS
3.1 Data
In our experiments we used a public spatial dataset reporting the
Ozone concentrations violations for several monitoring locations
in the US according to the National Ambient Air Quality Standards
(NAAQS) for the years 2009-2014. The original dataset was posted
on GeoCommons.com [7], under a Creative Commons Attribution
3.0 License. The dataset attributes include:

• the number of days above the NAAQS, for each year
• the fourth highest daily max value, for each year
• the design values, as computed using Federal ReferenceMethod
for each three-year period
• the completeness of the data collected bymonitoring station

and the design value status label that classifies monitoring sites
as either attaining (A) or violating (V). We filtered the dataset to
include only nine states, namely Illinois, Indiana, Kentucky, Michi-
gan, North Carolina, Ohio, Pennsylvania, Tennessee, Virginia. The
filtered dataset consists of 296 locations reported. The filtered dataset
is included in our open source implementation deposited on CRAN.

https://svn.cms.waikato.ac.nz/svn/weka/trunk/packages/external/fuzzyLaticeReasoning/src/main/java/weka/classifiers/misc/FLR.java
https://cran.r-project.org/web/packages/FLR/index.html
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Saved from:
https://www.amcharts.com/visited_states/#US-IL,US-IN,US-KY,US-MI,US-NC,US-OH,US-PA,US-
TN,US-VA

(a) (b)

Figure 2: An example of nine US states. (a) Map of the east USA highlighting the nine states. From amcharts.com. (b) Graph
representation of the nine states. Each state is depicted at the centroid of latitude and longitude coordinates

Table 1: The contiguity table for the 9 US states used in the example. Values are distances between centroids of adjacent states.

IL IN KY MI NC OH PA TN VA

IL 3.522 5.679 7.210
IN 3.522 3.145 6.096 4.419
KY 5.679 3.145 4.738 2.425 8.114
MI 7.210 6.096 6.513
NC 8.849 2.493
OH 4.419 4.738 6.513 6.012
PA 6.012
TN 2.425 8.849 9.626
VA 8.114 2.493 9.626

3.2 Experimental configuration
Finding the best FLR model for the classification task described
above, involves tuning two parameters: the positive valuation func-
tion type (linear or sigmoid), and the vigilance parameter ρcr it .
For evaluating the FLR spatial extension, we introduce one more
parameter to tune: how the linear arrangement of the spatial at-
tributes is performed. In our experiments, we performed 10-cross
fold validation and and repeated five times, while ρcr it was given
the values 0.5, 0.6, 0.7. The default sigmoid function parameters
where used and not further tuned.

The purpose of the experiment is to evaluate how linear arrange-
ment of the spatial attributes may affect decision making and how

much the inclusion of a spatial attribute may improve the classi-
fication. Thus, we treated spatial attribute preprocessing in three
different ways: (a) Using no spatial attribute arrangement; (b) use
the overall minimum linear arrangement; (c) use a local minimum
linear arrangement, by defining the starting node.

3.3 Results and discussion
Table 2 summarizes the average classification accuracy across all
folds and repetitions, for the different parameters for which FLR
classifier was tuned. Accuracy for each parameter combination is
at least 85.9% with the higher accuracy being 92%. Comparing the

https://www.amcharts.com/visited_states/#US-IL,US-IN,US-KY,US-MI,US-NC,US-OH,US-PA,US- TN,US-VA
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OH MI INIL KY NCPA TN VA6.012 6.513 7.210 3.522 3.145 2.425 8.849 2.493

3.145

4.738

4.419

6.096

8.114

9.626

Figure 3: The selected linear arrangement of the nine states; minimizing the total distance of the selected path. Next to the
arcs are illustrated the costs from the contiguity matrix. The total length (cost) for the illustrated path is 40.169.

Table 2: Classification accuracy results. Average values reported across all folds and repetitions. Standard deviation reported
in brackets

.

Spatial data attribute Linear Sigmoid
linear arrangement ρcr it = 0.5 ρcr it = 0.6 ρcr it =0.7 ρcr it = 0.5 ρcr it = 0.6 ρcr it = 0.7

None 85.93 (6.22) 86.00 (6.13) 88.83 (4.54) 86.21 (6.19) 86.55 (6.08) 88.69 (6.86)
Overall 85.93 (6.22) 86.21 (6.97) 90.41 (4.94) 86.21 (6.19) 88.55 (5.97) 92.00 (4.75)

1 85.93 (6.22) 86.21 (6.97) 90.41 (4.94) 86.21 (6.19) 88.69 (5.83) 92.00 (4.75)
2 85.93 (6.22) 90.14 (5.70) 90.41 (4.53) 86.21 (6.19) 90.14 (6.19) 90.00 (5.36)
3 85.93 (6.22) 88.97 (5.95) 90.41 (6.00) 86.21 (6.19) 89.45 (5.84) 90.97 (4.17)
4 85.93 (6.22) 88.28 (6.82) 90.21 (4.48) 86.21 (6.19) 88.69 (5.83) 90.97 (4.87)
5 85.93 (6.22) 86.55 (7.01) 90.28 (5.34) 86.21 (6.19) 87.31 (6.25) 91.10 (6.04)
6 85.93 (6.22) 87.31 (5.76) 90.55 (5.16) 86.21 (6.19) 88.55 (5.72) 89.59 (6.01)
7 85.93 (6.22) 88.21 (6.12) 90.48 (5.19) 86.21 (6.19) 88.62 (5.71) 90.48 (4.85)
8 85.93 (6.22) 87.31 (5.76) 90.62 (5.07) 86.21 (6.19) 87.66 (6.19) 90.35 (5.17)
9 85.93 (6.22) 87.31 (5.76) 90.62 (5.07) 86.21 (6.19) 88.55 (5.72) 89.59 (6.01)

performance of using the linear versus the sigmoid valuation func-
tion, the latter provides better results in most cases, although the
average improvement is 0.34%.

For the smallest ρcr it value (0.5) the inclusion or not of the spa-
tial attribute does not contribute to any performance difference.
The use of the sigmoid valuation function increases the overall ac-
curacy by almost 1%. By increasing the rhocr it parameter we ob-
serve that the classification accuracy increases. Note that the time
required for training increases too.

The inclusion of the spatial attribute in all cases improved the
performance independently of the linear arrangement selected. The
overall MinLA path offered the best performance for rhocr it = 0.7,
which was 92%, an improvement of more than 3%. Though we ob-
served that the overall MinLA does not offer the best performance
improvement in the case of ρcr it = 0.6.

4 CONCLUSIONS AND FUTUREWORK
In this paper we investigated linear arrangements of graph ele-
ments for including spatial attributes in the framework of the fuzzy

lattices, and incorporated it in the Fuzzy Lattice Reasoning classi-
fier [11]. The method proposed offers a tool that exploits implicit
information within spatial attributes of a dataset. We tested our
method with a real dataset, and in our experiments the inclusion
of the spatial attribute improved the decision-making capacity of
FLR. The solution we provide was implemented in R programming
language, and is offered as an open source repository on CRAN.
A number of experiments were executed, in which FLR parame-
ters (valuation function, vigilance parameter) were tuned, and in
all cases the inclusion of the spatial attribute resulted in classifica-
tion accuracy improvements.

The new feature we added is a preprocessing function, which is
called before the training phase of the FLR classification process
and linearly arrange the elements of the spatial attribute(s).

While the introduced linear arrangement of the spatial feature
always improves performance, an interesting finding that worths
future investigation is that the linear arrangement of the overall
minimum path does not always offer the best performance im-
provement.
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Supplementary material
The software developed for this work as an R package is available
at the CRAN repository under GPL license. https://cran.r-project.
org/web/packages/FLR/index.html

To install type: install.packages(F́LR)́
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