
ABSTRACT

Sensor technologies for mastitis detection have 
resulted in the collection and availability of a large 
amount of data. As a result, scientific publications 
reporting mastitis detection research have become less 
driven by approaches based on biological assumptions 
and more by data-driven modeling. Most of these ap-
proaches try to predict mastitis events from (combina-
tions of) raw sensor data to which a wide variety of 
methods are applied originating from machine learning 
and classical statistical approaches. However, an even 
wider variety in terminologies is used by researchers for 
methods that are similar in nature. This makes it dif-
ficult for readers from other disciplines to understand 
the specific methods that are used and how these differ 
from each other. The aim of this paper was to provide 
a framework (filtering, transformation, and classifica-
tion) for describing the different methods applied in 
sensor data–based clinical mastitis detection research 
and use this framework to review and categorize the 
approaches and underlying methods described in the 
scientific literature on mastitis detection. We identified 
40 scientific publications between 1992 and 2020 that 
applied methods to detect clinical mastitis from sensor 
data. Based on these publications, we developed and 
used the framework and categorized these scientific 
publications into the 2 data processing techniques of 
filtering and transformation. These data processing 
techniques make raw data more amendable to be used 
for the third step in our framework, that of classifi-
cation, which is used to distinguish between healthy 
and nonhealthy (mastitis) cows. Most publications (n 
= 34) used filtering or transformation, or a combina-
tion of these 2, for data processing before classification, 

whereas the remaining publications (n = 6) classified 
the observations directly from raw data. Concerning 
classification, applying a simple threshold was the most 
used method (n = 19 publications). Our work identified 
that within approaches several different methods and 
terminologies for similar methods were used. Not all 
publications provided a clear description of the method 
used, and therefore it seemed that different methods 
were used between publications, whereas in fact just 
a different terminology was used, or the other way 
around. This paper is intended to serve as a reference 
for people from various research disciplines who need to 
collaborate and communicate efficiently about the topic 
of sensor-based mastitis detection and the methods used 
in this context. The framework used in this paper can 
support future research to correctly classify approaches 
and methods, which can improve the understanding of 
scientific publication. We encourage future research on 
sensor-based animal disease detection, including that of 
mastitis detection, to use a more coherent terminology 
for methods, and clearly state which technique (e.g., 
filtering) and approach (e.g., moving average) are used. 
This paper, therefore, can serve as a starting point and 
further stimulates the interdisciplinary cooperation in 
sensor-based mastitis research.
Key words: mastitis, framework, classification, 
transformation, filtering

INTRODUCTION

Since the 1980s, research and industry have been 
putting effort into developing sensors that can auto-
matically detect mastitis by using changes in one or 
more milk characteristics (Gebre-Egziabher et al., 1979; 
Fernando et al., 1982). The introduction of automatic 
milking systems in the 1990s required a system to de-
tect clinical mastitis without visual observations, which 
boosted the development and applicability of sensors 
to automatically detect clinical mastitis. The first 
sensor developed for mastitis detection was electrical 
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conductivity, which is also one of the most widely stud-
ied sensor systems (Rutten et al., 2013). Other sensors 
that have been developed are direct and indirect SCC 
measurement (Løvendahl and Sørensen, 2016; Deng et 
al., 2020), l-lactate dehydrogenase sensors (Jørgensen 
et al., 2016), color sensors (Song and Tol, 2010), and 
biosensor-based techniques (Dalen et al., 2019). Despite 
all these efforts, the detection of mastitis with sensors 
remains challenging. Currently, none of the published 
scientific studies of automatic systems to detect clini-
cal mastitis meet the demanded 80% sensitivity and 
99% specificity (ISO, 2007; Hogeveen et al., 2010; 
Dominiak and Kristensen, 2017). With the prospect 
that advanced methods in machine learning, and the 
integration of more sources of data can improve clinical 
mastitis detection (Kamphuis et al., 2010b; Khatun et 
al., 2018a; Ebrahimi et al., 2019), more studies can be 
expected on this topic.

The published scientific studies show a wide range 
of diversity in applied methods, from simple thresh-
olds applied to raw sensor data to complex machine 
learning methods (Hogeveen et al., 2010; Dominiak and 
Kristensen, 2017; Slob et al., 2021). One aspect that 
becomes clear from a review of the existing literature is 
that there is not only a wide range of applied methods, 
but researchers also tend to use different terminology 
for similar methods. This makes it difficult for people 
from different research disciplines to get a clear under-
standing of the methods used and how they differ from 
each other, which may potentially hinder the develop-
ment of new and better detection models.

The aim of this paper was to provide a framework 
(filtering, transformation, and classification) for de-
scribing the different methods applied in sensor data–
based clinical mastitis detection research and use this 
framework to review and categorize the approaches 
and underlying methods described in the scientific 

literature on mastitis detection. We seek to provide a 
structured way for data-driven mastitis researchers to 
communicate the approach they have taken and pro-
vide more terminological clarity and a starting point 
for (interdisciplinary) discussions and future research.

FRAMEWORK TO CATEGORIZE APPROACHES

A wide range of data-driven methods are described 
in the scientific literature to process raw sensor data 
into useful information for clinical mastitis detection 
in dairy cows. In this context, we define information as 
understanding numbers and words with relationships 
which enriches knowledge (understanding patterns) of 
the decision maker (e.g., researcher, farmer, advisor) 
about the disease status of a cow (Zins, 2007). With 
this knowledge, decisions can be taken. In the context 
of clinical mastitis detection, raw (sensor) data are typi-
cally converted into information in the form of an alert 
if a given cow is believed to have clinical mastitis, or no 
alert if it is believed she does not have mastitis. To get 
from raw data to information, the framework consists 
of 3 data analysis techniques, namely time-series filter-
ing (henceforth called filtering), transformation, and 
classification (Figure 1). Various transformation and 
filtering steps can be used together or separately in 
sequential order.

The starting point of the framework is raw sensor 
data, which are directly generated by sensors. In rela-
tion to mastitis, raw sensor data include measurements 
such as electrical conductivity, SCC, l-lactate dehydro-
genase, milk color values, milk yield, and milk tempera-
ture of the (quarter) milk (Hogeveen et al., 2010). Raw 
data are difficult to interpret in practice and therefore 
(pre-) processing of the data is often an important step 
to make optimal use of the model capacity of classifi-
cation systems (Eradus and Jansen, 1999). Two pre-
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Figure 1. Framework describing the 3 techniques to convert raw sensor data into information in sensor-based mastitis detection research.
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processing techniques, filtering and transformation, are 
typically applied to make raw data more amendable to 
classification.

Filtering is a collection of pre-processing methods 
used to remove the random noise and unrealistic values 
to determine the underlying systematic patterns in the 
data. Filtering makes data more amendable for further 
analysis. The representation of the data stays the same, 
however. Examples of well-known filtering approaches 
are the moving average (MA; e.g., Cavero et al., 2007) 
and the Kalman filter (e.g., de Mol et al., 1997).

Transformation is a collection of pre-processing 
methods that makes input data more amendable for 
analyses by transforming data from one representation 
to another. It changes the observed value into a trans-
formed value, for example, by applying a logarithmic 
transformation to make the data more normally distrib-
uted or by a standardization transforming the observed 
value to a standardized value. Examples of well-known 
data transformations are normalization (e.g., Ebrahi-
mie et al., 2018), standardization (e.g., Kamphuis et 
al., 2008b), and also the calculation of summary statis-
tics such as mean, median, and the standard deviation 
(e.g., Steeneveld et al., 2010b).

As a hypothetical example, the raw electrical con-
ductivity values measured by a sensor during milking 
may be transformed by the sensor system itself, if the 
sensor system only reports the mean value per quarter 
recorded during the session (first transformation). The 
4 mean quarter-values may then be ordered and used to 
calculate the interquarter ratio between the highest and 
the lowest quarter electrical conductivity value (second 
transformation). Some filtering method such as the 
Kalman filter could then be applied to the time series 
of interquarter ratios values throughout the lactation 
of the cow (first filtering). The forecast errors between 
observed and expected interquarter ratios values could 
then be calculated (third transformation) along with 
the variance of the forecast, which would then enable 
the transformation into the standardized forecast error 
(fourth transformation). Filtering and transformation 
are at the most a collection of pre-processing in-be-
tween steps. These pre-processing steps always need to 
be followed by classification.

Classification is used to convert the data into a cat-
egorical value to create an alert for mastitis detection. 
Alternatively, a continuous value can be presented that 
can be interpreted by the user, such as “probability.” 
The data input for classification can be either raw or 
pre-processed by filtering or transformation or both. 
Various approaches for classification exist such as di-
rectly applying a threshold (e.g., Cavero et al., 2007), 
logistic regression (e.g., Khatun et al., 2018b), decision 
trees (e.g., Kamphuis et al., 2010a), Bayesian classifiers 

(e.g., Jensen et al., 2016), and artificial neural networks 
(ANN; e.g., Mammadova and Keskin, 2015).

PUBLICATIONS ON DATA-DRIVEN CLINICAL 
MASTITIS DETECTION

We systematically selected peer-reviewed publica-
tions and conference proceedings dealing with sensor-
based clinical mastitis detection using electronic search 
engines. The search was conducted using the scientific 
literature electronic databases CAB (CAB Interna-
tional, Oxon, UK), Medline (National Library of Medi-
cine, Rockville Pike, MD), and ISI Web of Knowledge 
(Thomson Reuters, New York, NY). Additionally, the 
snowball method was applied to track down relevant 
publications in key publications (Wohlin, 2014). The 
search was first conducted in January 2020 and to 
ensure the inclusion of the latest publications it was 
repeated in December 2020. Studies included in this 
search focused on sensor-based clinical mastitis detec-
tion published between 1990 and 2020, and needed to 
be written in English. Publications from conference 
proceedings were included if they had not been pub-
lished in peer-reviewed journals. We excluded publica-
tions that (1) did not use sensor data related to clinical 
mastitis detection, (2) focused on predicting mastitis 
patterns, or (3) reviewed the literature.

Figure 2 shows the number of peer-reviewed publica-
tions on sensor-based clinical mastitis detection in 5-yr 
intervals between the years 1990 and 2020. In total, 
40 publications that met our requirements have been 
published since 1992, and the number of publications 
increased considerably after 2005. Seven publications 
used a classification technique directly, which implied 
that no data pre-processing with filtering or a trans-
formation technique was applied. In the remaining 33 
publications, 6 publications pre-processed the data by 
applying filtering only, 10 publications only applied 
transformation, and 17 publications used a combination 
of filtering and transformation before classification.

Approaches and Use of Methods

Among the 3 techniques comprising the conceptual 
framework (i.e., filtering, transformation, and classifi-
cation), many different approaches have been applied 
in sensor-based clinical mastitis detection research. 
Table 1 gives an overview of the approaches and under-
lying methods for filtering, transformation, and clas-
sification that were identified in the reviewed literature. 
Approaches are defined as the overarching term for a 
group of similar methods, whereas the method is an 
actual implementation within an approach. In the pub-
lications reviewed we found that researchers tend to use 
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different terminologies for similar or the same methods. 
In some publication this is because a derivative of the 
approach is used, but for others no differences seems to 
exist between the methods and only a different termi-
nology was used (Table 1).

We found the largest number of different methods 
for the MA approach. This filtering approach was used 
in 13 publications, and was mostly referred to as roll-
ing average or MA. The exponentially weighted MA 
(EWMA) was used in 2 publications, but with dif-
ferent terminologies. Regression approaches are found 
in both filtering (i.e., autoregressive models) and clas-
sification (i.e., regression models), but applied different 
underlying methods, for example, handling categorical 
or continuous variables.

Under transformation, 11 different approaches were 
identified. From the 27 publications that used trans-
formation, 12 publications do not specifically point 
out that they used a transformation method, which 
challenged the identification of whether transformation 
took place.

For classification also, different methods were found 
for similar approaches. In case of ANN, 4 different 
methods were found in 5 different publications. For the 
decision tree analysis approach, 5 different methods 
were found in 3 publications. A frequently used ap-
proach within classification was the threshold, which 
was applied in 19 publications and consistently called 
by the same name, “threshold.” In the next sections, 
the approaches within each of the 3 techniques are 
worked out more in depth.

Filtering

In the 24 publications that applied filtering, a variety 
of filtering approaches has been used, including MA, 

Kalman filters, linear regression updates, autoregres-
sive models, wavelet filters, and attribute weighting. A 
detailed overview of the filtering methods found in our 
literature review is provided in Table 2.

The MA has been used for mastitis detection as far 
back as 1992 (Maatje et al., 1992). A variation on the 
MA approach was found in the EWMA, but also various 
methods were found within the publications. Maatje et 
al. (1992), for example, took the MA of 3 electrical 
conductivity measurements of each quarter, as was also 
done by Hovinen et al. (2006) (called running average), 
and compared this to the reference quarter (i.e., quar-
ter with the lowest MA). When the MA deviated by 
more than 15% from the reference quarter, and when 
the actual quarter electrical conductivity exceeded 20% 
above the reference value, the quarter was identified as 
infected. Khatun et al. (2017) instead used the previous 
3 to 9 electrical conductivity observations of each quar-
ter (called rolling average), and Miekley et al. (2013b) 
used the 5-d MA of electrical conductivity (called MA).

Although dynamic linear models (DLM) were de-
scribed as a better approach to handle time series of 
variables that are expected to change systematically 
over time and are cow specific (Van Bebber et al., 1999; 
de Mol et al., 2001), they have not been frequently 
used in mastitis detection, as seen both in Table 2 and 
described by Dominiak and Kristensen (2017). A DLM 
was first applied to the problem of mastitis detection 
in the late 1990s (de Mol et al., 1997, 1999, 2001). Fur-
thermore, Jensen et al. (2016) applied a multivariate 
DLM to various sensor data collected on the individual 
cow at milking, where the DLM was implemented with 
the assumption of a time-dependent linear trend. This 
assumption of a time-dependent trend was not used 
in earlier studies. In all cases, though, the filtered pa-
rameter vectors were used to make one-step forecasts 
of all modeled variables. In the case of de Mol et al. 
(1997, 1999, 2001), this classification was based on 
simple thresholds approaches on the forecast errors. In 
the case of Jensen et al. (2016), the forecast errors were 
transformed (i.e., standardized and categorized) based 
on their direction and magnitude before being used as 
inputs for a naïve Bayesian network, which was then 
used for classification.

Other filtering approaches (i.e., autoregressive mod-
els, wavelet filtering, and differencing) were used in 5 
publications. Wavelet filtering aims to transform signals 
into coefficients in which it reconstructs the sensor data 
in such a way that it removes the noise from the sensor 
data. The wavelet filter was found to be a relative new 
filtering approach and the first such study in relation 
to sensor-based mastitis detection was found in Miekley 
et al. (2012).

van der Voort et al.: INVITED REVIEW: COMMON LANGUAGE FOR MASTITIS DETECTION

Figure 2. Number of peer-reviewed publications per in-between 
technique on sensor-based clinical mastitis detection in the period 
1990 to 2020.
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Transformation

Various approaches for transforming either the raw 
or filtered data were identified in the publications in-
cluded in this review. Table 3 provides an overview of 
these approaches and methods.

From the 40 publications included in this review, 27 
publications used at least one transformation approach. 
Interquarter ratios were the most commonly used 
method, appearing in 7 publications. The advantage of 
the interquarter ratio is that it simplifies 4 values (the 
4 per-quarter electrical conductivity observations) to 
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Table 1. Techniques with the approaches and underlying methods used in the 40 publications between 1992 and 2020

Technique   Approach (no. of publications)   Methods

Filtering Moving average (MA) (13) Simple MA
MA model
Running average
Rolling average
Running mean
Gaussian transfer function
Fractional Brownian motion
Steady-state model
Autoregressive MA
Locally weighted (polynomial) regression

Exponentially weighted MA (2) Exponentially weighted MA
Exponential smoothing

Autoregressive model (3) Autoregressive model
Vector autoregressive model
Linear regression iteratively updated

Differencing (1) —
Dynamic linear model (6) Kalman filter
Wavelet filtering (2) —
Attribute weighting method (1) —

Transformation Standardization (4) —
Normalization (6) —
Summary statistics (6) —
Linear interpolation (2) —
Mathematical transformation (3) —
Categorization (1) —
Fuzzyfication (4) —
Interquarter ratio (7) —
Cumulative sum (CUSUM; 2) —
Principal component analysis (3) —
Subset selection (1) —

Classification Threshold (19) Simple threshold
CUSUM control charts
Shewhart control charts

Artificial neural network (ANN) (6) Neural network
ANN: backpropagation
ANN: multilayer feed forward
ANN: self-organizing map
Multilayer perceptron

Regression model (7) Linear mixed model
Regression analysis
Partial least squares regression
General linear model
Logistic regression
Generalized linear model

Discriminant function analysis (1) —
Fuzzy inference (6) Fuzzy logic

Adaptive neuro-fuzzy inference system
Decision tree (3) Stump decision tree

Parallel decision tree
Random forest
J48 (C4.5) algorithm
Gradient boosting

Naïve Bayesian classifier (2) Naïve Bayesian networks
Support vector machines (2) —
Latent class analysis (1) Latent class model

Latent variable method
Factor analysis
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a single value. Moreover, it enables the comparison of 
mastitis indicators within the cow. Data transformation 
by various simple summary statistics and normalization 

were the second most applied approach; both appeared 
in 6 publications. Claycomb et al. (2009) normalized 
maximum quarter electrical conductivity of the individ-
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Table 2. Names and descriptions of the approaches used for filtering in relation to sensor-based mastitis detection research, as published in 40 
publications on sensor-based mastitis detection between 1992 and 2020

Approach   Description   Publications1

Moving average 
  (MA)

At each time step, the filtered value, zt, is defined as the simple mean of the n 
most recently observed values, with n being a predefined integer value called the 
window length. 
Forecasts for a new observation at a given time t is given as the filtered value, 
zt−1, at time t − 1. The forecast variance to time t is estimated as 

σ
σ

zt n
2

2
≈ ,  where σ2 is the variance of the observed values in the rolling window.

Maatje et al. (1992) 
Nielen et al. (1995a) 
Cavero et al. (2006) 
Hovinen et al. (2006) 
Cavero et al. (2007) 
Cavero et al. (2008) 
Kamphuis et al. (2008b) 
Steeneveld et al. (2010c) 
Sun et al. (2010) 
Miekley et al. (2013b) 
Huybrechts et al. (2014) 
Khatun et al. (2017) 
Dalen et al. (2019)

Exponentially 
  weighted MA

At each time step, the filtered value is defined according to the following 
equation: z k zt t t= + −( ) −λ λ⋅ ⋅1 1,  where λ is a weight factor that can take 
values between 0 and 1, and kt is the observed value at time t. 
Forecasts for a new observation at a given time t are given as the filtered value, 
zt−1, at time t − 1. The forecast variance is estimated as 

σ σ
λ
λzt

2 2

2
≈

−







⋅ ,  where σ2 is the variance of all the observed values up to time t 

− 1.

Cavero et al. (2007) 
Ankinakatte et al. (2013)

Autoregressive 
  model

At each time step, the filtered value is given by the following equation: 
z z zt t n t n t= + …+ +− −β β β ε0 1 1⋅ ⋅ ,  where β0 is the intercept, β1 to βn are the 
model coefficients applied to the 1 to n previous observations of the time series, 
and εt is the normally distributed error term at time t.

de Mol and Ouweltjes (2001) 
Miekley et al. (2013a) 
de Mol and Woldt (2001)

Differencing A method used to remove trends or seasonality from time-series data. Trends 
are removed using lag − 1 differencing, which takes the difference between 2 
neighboring values: Yt − Yt−1. 
Cyclic patterns are removed using lag − M differencing: Yt − Yt−M, where M is 
the number of time steps per cycle. Differencing is typically used as an initial 
step before applying the above listed filtering methods.

Miekley et al. (2013a)

Dynamic linear 
  model

At each time step, the filtered value of one or more observable variables, as well 
as any unobservable trend components that might apply to these variables, are 
defined by the system equation: θ θt t t tw= +−G ⋅ 1 ,  
where θt is the parameter vector, Gt is the system matrix, and the error term is 
defined as w Nt ≈ ( )0, ,W  with W being the systematic co-variance matrix. 
Forecasts of the next observation are made according to the observation 
equation: 

Y vt t t t= +F′ ⋅ θ ,  where Ft
′  is the (transposed) design matrix, and the error term 

is defined as v Nt ≈ ( )0, ,V  with V being the observational co-variance matrix. 
Given the forecast errors for each observation time, the parameter vector values 
are updated using the Kalman filter (West and Harrison, 1997). The forecast 
variance is estimated during Kalman filtering. Notice that (unlike other filtering 
methods in this table) the forecasted values might deviate from the filtered 
values at time t − 1, depending on the definition of the design matrix.

de Mol et al. (1997) 
de Mol et al. (1999) 
de Mol et al. (2001) 
de Mol and Woldt (2001) 
Friggens et al. (2007) 
Jensen et al. (2016)

Wavelet 
  filtering

The entire time series up to a given observation time, t, is filtered using several 
wavelets (i.e., short finite wave patterns of various shapes), which always sum to 
0. These wavelets can be stretched or squeezed to maximize the fit of the wavelet 
to the data. Forecasts for each observation time, t, are defined as the filtered 
value at that time.

Miekley et al. (2012) 
Miekley et al. (2013a)

Attribute 
  weighting 
  method

Specifying a set of attributes that describe the value-relevant properties of 
outcomes. Therefore, single-attribute value functions are assessed over the levels 
of each attribute, and attribute weights that govern the rate of substitution of 
value across attributes are determined.

Ebrahimie et al. (2018)

1The publications where the various types of filtering were applied. Some studies use more than one approach to filter the data and thus appear 
multiple times in this table.
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Table 3. Names and descriptions of the approaches used for transformation in relation to sensor-based mastitis detection research, as published 
in 40 publications on sensor-based mastitis detection between 1992 and 2020

Approach   Description   Publications1

Standardization Standardization of a numerical variable with an arbitrary normal distribution: 

x N~ ,  ;µ σ2( )  adjusts the values to make them follow a standard normal distribution, 

x N~ ,  ,0 12( )  by adjusting for the (known or estimated) mean and SD of the original 

distribution: x
x

′ =
−( )µ
σ
,  where x is the observation, μ is the mean of a given 

distribution, σ2 is the standard deviation of a given distribution, and x′ is the 
standardized variable. 

de Mol and Woldt (2001) 
Miekley et al. (2012) 
Huybrechts et al. (2014) 
Jensen et al. (2016)

Normalization Normalization is generally used to adjust numerical values to be within a specific range. 
Most commonly used (from our reading of the literature) is the Min-Max feature scaling, 
which scales the values to the range [0;1]: 

x
x x
x x

′ =
− ( )
( )− ( )
min
minmax

,  where x′ is the normalized variable, x is the observation, min 

is the minimum of the given observations, and max is the maximum of the given 
observations. 

Cavero et al. (2007) 
Kamphuis et al. (2008b) 
Claycomb et al. (2009) 
Sun et al. (2010) 
Khatun et al. (2017) 
Ebrahimie et al. (2018)

Summary statistics Condensed numerical descriptions of a collection of data, such as mean, median, SD, 
range, and so on.

Nielen et al. (1995a) 
Norberg et al. (2004) 
Cavero et al. (2006) 
Cavero et al. (2008) 
Kamphuis et al. (2010a) 
Steeneveld et al. (2010c)

Linear interpolation The unobserved values between 2 observed values are estimated using an assumed 
(linear) relationship over time between the 2 observed values.

de Mol and Ouweltjes (2001) 
de Mol and Woldt (2001)

Mathematical 
  transformation

The data are transformed using some transformation function (e.g., a sigmoidal function 
or a logarithmic function).

Friggens et al. (2007) 
Mollenhorst et al. (2010) 
Kamphuis et al. (2010b)

Categorization A numerical value is categorized by assigning to it a hard membership to a category, 
based on which of a set of predefined intervals, the value is found within.

Jensen et al. (2016)

Fuzzyfication A soft categorization, in which a numerical value is assigned a relative membership 
[0;1] to multiple categories with overlapping intervals. Fuzzyfication is an essential 
transformation step to use the fuzzy logic method of classification.

de Mol and Woldt (2001) 
Cavero et al. (2006) 
Mikail and Keskin (2015) 
Mammadova and Keskin (2015)

Interquarter ratio 
  (IQR)

Can be calculated when values are measured at each teat of the udder separately. 
Different specific definitions of IQR are used in different studies, including the following: 
relative deviation of quarter electrical conductivity (EC) from the lowest EC quarter, the 
EC value of a given quarter divided by the average value of the 2 lowest quarters, the 
maximum quarter EC value divided by the minimum quarter EC value, and EC of the 
quarter minus the mean EC of all quarters.

de Mol et al. (1999) 
de Mol and Ouweltjes (2001) 
de Mol and Woldt (2001) 
Norberg et al. (2004) 
Hovinen et al. (2006) 
Mollenhorst et al. (2010) 
Steeneveld et al. (2010c)

Cumulative sum 
  (CUSUM)

A CUSUM is a sequence of partial sums of a given sequence of numerical values. For 
example, the simplest form of the cumulative sums of the sequence {a,b,c...} is a,a + b,a 
+ b + c ... 
The CUSUM is typically applied to the forecast errors produced by various time-series 
filtering methods. Lower limits on the absolute deviation from 0 may be applied to define 
the magnitude of the forecast error required to update the CUSUM value. 
When the CUSUM is only allowed to reach values in either the positive or negative 
direction, it is referred to as a one-sided CUSUM. As an example, for a one-sided 
CUSUM which only allowed to reach positive values, the CUSUM value to time t 
will be updated as follows: CUSUMt = CUSUMt−1 + max (0,et − k), where et is the 
forecast error at time t and k is the reference value which depends on the assumed 
statistical distribution and change of most interest. A multivariate form of the CUSUM 
(MCUSUM) also exists. A threshold which depends on the false alarm rate is usually 
applied to the CUSUM value to classify the observations as being either in or out of 
control.

Miekley et al. (2013a) 
Huybrechts et al. (2014)

Principal component 
  analysis (PCA)

PCA is a procedure for converting a set of multivariate observations into a set of values 
of linearly uncorrelated variables called principal components. By definition, the first 
principal component accounts for the most variability in the data, and each succeeding 
component in turn accounts for a decreasing amount of variation. In the case of mastitis 
detection (and similar research), PCA can be used to transform multivariate observations 
into (usually) the 2 or 3 most informative principal components. These are subsequently 
used as inputs for the later classification step.

Sun et al. (2010) 
Soyeurt et al. (2012) 
Miekley et al. (2013c)

Subset selection A subset of the available data is selected and used in further steps. For mastitis 
detection, this can be when all EC measurements during a milking session are recorded, 
but only the first, middle, and last minute of data are used.

Nielen et al. (1995b)

1The publications where the various transformations were applied. Some studies use more than one approach to transform the data and thus appear 
multiple times in this table.
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ual cow against the running mean of the herd over the 
5 most recent milkings. In the publication of Kamphuis 
et al. (2008b) SCC data were log10 transformed. Subset 
selection and principal component analysis, applied in 
2 and 3 publications, respectively, were used to select 
observations or variables that best represent the data. 
Overall, most publications used data transformation 
approaches to prepare data for classification and made 
necessary adjustments to make the values of different 
variables with different magnitudes and variances more 
similar to each other.

Classification

Classification was applied in all publications and is 
used a binary system to distinguish between healthy 
and nonhealthy (mastitis) cows. Table 4 provides an 
overview of the approaches used to classify. As per 
definition, all of the reviewed publications used a clas-
sification method. In 19 of the 40 publications, thresh-
olds were used, making it by far the most widely used 
classification method in sensor-based mastitis detection 
research. Thresholds were combined with filtering (5 
out of the 19 publications), transformation (4 out of 
the 19 publications), or both (10 out of the 19 publica-
tions). Setting a decision threshold was already applied 
by Maatje et al. (1992) and was still used by Dalen et 
al. (2019). The ways in which thresholds were applied 
varied between the publications. For example, Maatje 
et al. (1992) compared the MA of each electrical con-
ductivity quarter of the individual cow to the reference 
quarter (i.e., quarter with the lowest MA). When the 
deviation between the MA of a given quarter and the 
reference quarter was >15% or >20% of the MA of 
the reference quarter during 2 successive milkings, a 
mastitis alert was raised. de Mol and Ouweltjes (2001) 
and de Mol et al. (2001) set thresholds on the difference 
between actual and predicted values (i.e., the forecast 
errors) of their Kalman filter. When the forecast error 
fell outside the 95%, 99%, or 99.9% confidence interval, 
a mastitis alert was raised. Other publications used 
thresholds based on general knowledge on SCC, elec-
trical conductivity, and online cell counts to raise a 
mastitis alert (Friggens et al., 2007; Mollenhorst et al., 
2010; Khatun et al., 2017; Dalen et al., 2019).

Alternatively to the use of thresholds, the classifi-
cation can be done either by (a) regression, that is, 
first apply a regression model and then a threshold to 
convert the predicted value into a binary alert, or a 
classification method that produces a label, typically 
“healthy” or “sick.” All published papers in this review 
labeled clinical mastitis as a binary trait (healthy or 
mastitis). This approach might be triggered by the per-
formance requirements for automatic clinical mastitis 

detection (specificity and sensitivity), as well as the 
practical situation where farmers use these models to 
find clinical mastitis cases to start a timely treatment 
(Mollenhorst et al., 2012a). However, this does not 
mean that this binary approach is necessarily correct 
and there are publications that speak about the desire 
for researchers and farmers to have a prediction on 
a continuous scale, or multiple classes (e.g., healthy, 
subclinical, clinical with no immediate treatment, and 
clinical with immediate treatment; Steeneveld et al., 
2009; Højsgaard and Friggens, 2010; Kamphuis et al., 
2011). Acknowledging different severity levels of masti-
tis is expected to improve mastitis detection (Dominiak 
and Kristensen, 2017; Dalen et al., 2019; Hyde et al., 
2020; Bonestroo et al., 2021).

In total, 7 publications applied a form of regression 
approach. Nielen et al. (1995a) applied a logistic regres-
sion model to relate udder SCC with a mastitis indica-
tor for infected and noninfected cows. A generalized 
linear model was applied by Norberg et al. (2004) to 
distinguish between healthy and nonhealthy cows based 
on electrical conductivity. We did not find the use of 
nonlinear regression methods in any of the publications 
reviewed.

In total, 6 publications on mastitis detection used 
ANN in the past 20 years. The first publications were 
published in 1995 and conducted by (Nielen et al., 
1995a,b) and the latest publication is from Mamma-
dova and Keskin (2015). The data source for the ANN 
differed, including raw electrical conductivity data 
(Cavero et al., 2008; Mammadova and Keskin, 2015), 
summary statistics on the MA of electrical conductivity 
(Nielen et al., 1995a), and MA of normalized electri-
cal conductivity data (Sun et al., 2010) and EWMA 
(Ankinakatte et al., 2013).

Fuzzy logic was applied in 5 of the publications and 
was first used in 2001 (de Mol and Woldt, 2001). Fuzzy 
logic is perceived as a more sophisticated approach 
compared with regression analysis (Kamphuis et al., 
2008b). The input data in the fuzzy logic models varied 
from raw data to filtered data and transformed data 
(de Mol and Woldt, 2001; Cavero et al., 2006; Mikail 
and Keskin, 2015).

Applications of decision trees were found in 2 publica-
tions (Kamphuis et al., 2010a; Ebrahimie et al., 2018). 
The advantage of decision trees in comparison with the 
previously described categorization approaches is that 
they provide an easy-to-interpret set of rules for how 
exactly an observation is classified. Decision trees are 
better than most other methods at handling unbalanced 
data sets. Single tree analysis were often combined with 
boosting and bagging methods to get a clear view on 
improvements. A related method, random forest, was 
only used in 1 publication (Ebrahimie et al., 2018), 
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Table 4. Names and descriptions of the approaches used for classification in relation to sensor-based mastitis detection research, as published 
in 40 publications on sensor-based mastitis detection between 1992 and 2020

Approach   Description   Publications1

Threshold A threshold value is defined for and applied to either the raw, filtered, or 
transformed data to classify the cow as healthy or sick. 
An example of a threshold method is the Shewhart control chart. These 
charts contain a baseline value, which the values are expected to be normally 
distributed around, as well as an upper and lower control limit. The basic rule is 
that an alarm is generated when observations fall outside the limits. 
Other threshold rules may be applied [e.g., that the values must be outside of 
the limits for a certain number of consecutive observations, or all be on the 
same side of baseline for a (higher) number of consecutive observations].

Maatje et al. (1992) 
de Mol et al. (1997) 
de Mol et al. (1999) 
de Mol and Ouweltjes (2001) 
de Mol et al. (2001) 
Norberg et al. (2004) 
Cavero et al. (2007) 
Friggens et al. (2007) 
Hovinen et al. (2006) 
Claycomb et al. (2009) 
Mollenhorst et al. (2012b) 
Miekley et al. (2012) 
Miekley et al. (2013a,c) 
Huybrechts et al. (2014) 
Addis et al. (2016) 
Jensen et al. (2016) 
Khatun et al. (2017) 
Dalen et al. (2019)

Artificial neural 
  network 
  (ANN)

The ANN is a data processing method, which is loosely inspired by biological 
brains. In their most basic form, input data are transformed to output values 
(e.g., a numerical value in the [0;1] range in the base of binary classification) 
through a series of matrix multiplications, each of which is followed by a 
nonlinear transformation.

Nielen et al. (1995a,b) 
Cavero et al. (2008) 
Sun et al. (2010) 
Ankinakatte et al. (2013) 
Mammadova and Keskin (2015)

Regression model A logistic regression model describes the logarithm of the odds (logit) of a 
binary variable, for example, mastitis, being true (1), given a linear combination 
of one or more independent variables: 

ln p
p

x xn n1 0 1 1−









 = + +…+β β β⋅ ⋅ ,  where p is the probability of the binary  

variable being true, β0 is the intercept, and β1 to βn are the model coefficients 
applied to the values of the 1 to n independent variables, (i.e., x1 to xn).

Nielen et al. (1995a) 
Kaşikçi et al. (2012) 
Ankinakatte et al. (2013) 
Mammadova and Keskin (2013) 
Sathiyabarathi et al. (2016) 
Khatun et al. (2018b) 
Soyeurt et al. (2012)

Discriminant 
  function 
  analysis 
  (DFA)

DFA is a method for reducing the dimensions of multivariate observations with 
known classes in such a way that the distance between the means of the 2 (or 
more) classes is maximized and the variance within the classes is minimized. 
Once such a transformation has been defined based on training data, new 
observations can be transformed. The transformed new observation is classified 
as belonging to the class where it has the smallest distance to the class mean.

Norberg et al. (2004)

Fuzzy inference Fuzzy inference contains 3 phases: (1) fuzzification, which turns numeric input 
variables into linguistic ones, (2) fuzzy inference, where linguistic variables are 
applied to simple if–then rules, creating a new linguistic (likelihood) variable, 
and (3) defuzzification, where the cumulative result of the linguistic likelihood 
variable is transformed back into single value, which is then compared with a 
threshold to discriminate between health and sick.

de Mol and Woldt (2001) 
Kamphuis et al. (2008b) 
Cavero et al. (2006) 
Mikail and Keskin (2015) 
Mammadova and Keskin (2015)

Adaptive 
  neuro-fuzzy 
  inference

Adaptive neuro-fuzzy inference is a type of ANN that integrates fuzzy logic 
principles. Its inference system corresponds to a set of fuzzy if–then rules that 
have learning capability to approximate nonlinear functions.

Mammadova and Keskin (2015)

Decision tree A decision tree classifies an observation based on a series of yes or no questions 
about variables describing that observation.

Kamphuis et al. (2010a,b) 
Ebrahimie et al. (2018)

Random forest A random forest consists of a multitude of decision trees, each of which is made 
with a bootstrapped version of the training data. The output of a random forest 
is the aggregate of the outputs of the trees that make up the random forest.

Ebrahimie et al. (2018)

Naïve Bayesian 
  classifier 
  (NBC)

The NBC is a simple form of a Bayesian network, in which all input variables 
are assumed to be mutually independent.

Steeneveld et al. (2010a,b) 
Jensen et al. (2016)

Support vector 
  machines 
  (SVM)

SVM represent the data as points in a higher-dimensional space, then defines 
the hyperplane which best separates the 2 classes of the data. The position 
of the hyperplane is the midpoint between 2 data points, one from each class. 
These data points are called support vectors. Which data points are used for 
support vectors is determined by cross-validation on the training set. New 
observations are classified based on what side of the hyperplane they are located 
on.

Mammadova and Keskin (2013) 
Miekley et al. (2013b)

Latent class 
  analysis 
  (LCA)

LCA is a measurement model in which individuals can be classified into 
mutually exclusive and exhaustive types, or latent classes, based on individual 
patterns of behavior on a set of categorical indicator variables. Each individual 
is probabilistically assigned to a class.

Addis et al. (2016)

1The publications where the various classification were applied. Some studies use more than one approach to classify the data and thus appear 
multiple times in this table.
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even though this method generally outperforms a single 
decision tree in direct comparisons (Ali et al., 2012). 
Both decision trees are, however, difficult to interpret, 
making them less useful to understand biological as-
pects of mastitis, thus making the random forest less 
desirable for studies where understanding the biology of 
mastitis is prioritized over predicting mastitis.

The naïve Bayesian classifier approach was found in 
3 publications and was found to be a relatively novel 
method in mastitis detection. It appears to be a power-
ful tool in presenting probability distributions and for 
probabilistic inference (Steeneveld et al., 2010b; Jensen 
et al., 2016). The naïve Bayesian classifier is, like deci-
sion trees, good in handling missing data, captures the 
dependencies between target variables (e.g., mastitis 
yes or no) and each of the input variables in isolation, 
and describes prior and posterior probabilities of vari-
ables.

Other reported approaches in classification were sup-
port vector machine (Mammadova and Keskin, 2013; 
Miekley et al., 2013b) and latent class analysis (Ad-
dis et al., 2016). The 2 publications on support vector 
machine were both published in 2013 and studied the 
usefulness of this approach in mastitis detection. Sup-
port vector machine was described as performing well 
compared with other classical statistical or machine 
learning approaches in relation to biological problems 
because it can handle nonvector inputs as variable 
length sequences or graphs, which are common in biol-
ogy.

DISCUSSION AND CONCLUSIONS

This study reviews the scientific publications in clini-
cal mastitis detection based on sensor-based data in 
the period 1990 and 2020. In total, 40 publication were 
found with the highest number of publications found in 
the period 2006 to 2010. After this period we found a 
decreasing tendency in number of publication. A reason 
for finding fewer publications after 2010 might be that 
mastitis detection sensor systems are well established 
in dairy farming and so fewer people are interested in 
performing research on this topic. Despite this, it be-
came clear from the literature that the performances of 
mastitis detection sensor systems did still not reach the 
demanded performance levels as defined by Rasmussen 
(2005) and that of International Organization for Stan-
dardization (ISO, 2007). Another explanation could be 
found in the peak in publication in 2010, 6 in total, 
of which 4 originated from the same research group, 
whereas the publications found in later years are from 
a larger number of research groups.

Categorization of approaches and methods used in 
the publications studied in this review was challenging. 

First, a large number of publications did not explain 
how raw data are handled. One needs to carefully read 
many of the publications and read between the lines to 
find out what methods the authors really used. Most 
publications did not explicitly mention the technique, 
approach or method used. For example the paper of 
Norberg et al. (2004) does not specifically state which 
type of model was used (only stated they used the 
GLM approach), but from the context in the paper it 
is most likely they used a logistic regression. Expertise 
in the methods underlying the approaches was there-
fore needed to categorize the publications. However, 
before being able categorize publications, even within 
our group of experienced co-authors there were intense 
discussions regarding the categorization of approaches 
and methods. A reason for the difficulty in defining the 
different techniques, approaches, and methods were the 
differences in our backgrounds. Terminology differed 
between the research disciplines of our interdisciplin-
ary team of authors (from computer science, statistics, 
dairy science, and agricultural economics) as well as in 
the teams of authors in the reviewed publications. Over-
all this challenge showed that a good understanding of 
methods is needed to be able to identify if something 
is a new method or if the method resulted in improved 
mastitis detection. In addition to the ever-changing 
definition of the problem, and lack of open data, a lack 
of common terminology does not allow comparisons 
across systems. This paper can serve as a reference for 
people from various research backgrounds who need 
to be able to collaborate and communicate efficiently 
about the topic of mastitis detection and the methods 
used in this context. The framework we used in this 
paper could also be used by other researchers to get 
a more structured overview of scientific publications, 
which subsequently could improve the understanding 
of these papers.

A wide range of methods is described in the literature. 
Often they seem to be novel when new terminology is 
used, but frequently they are just another term for a 
method or approach that was already used in earlier 
research. Despite this, improvements in algorithms can 
be made in better filtering, better transformations, and 
better classification. New ways to improve mastitis 
detection performances are emerging (Hogeveen et al., 
2010; Dominiak and Kristensen, 2017; Slob et al., 2021). 
The utilization of multiple data sources is indicated as 
a way to improve the detection of mastitis (Kamphuis 
et al., 2008a; Jensen et al., 2016; Sathiyabarathi et 
al., 2016). However, the fact is that they can still be 
considered as “small data,” whereas a lot of advance-
ment offered by popular approaches such as in deep 
learning comes from the availability of huge data sets. 
Other advanced ways to improve mastitis detection 
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include the use of image analysis of the udder with a 
thermal imaging system, or taking pictures of the milk 
to detect flakes (Zhang et al., 2020). Therefore, deep 
convolutional neural network approaches are known to 
be useful for handling image data for image classifica-
tion (Xie et al., 2019), face recognition (Hansen et al., 
2018), or even some regression purposes (e.g., Jensen et 
al., 2019). In the future we also expect more complex 
machine learning pipelines from large interdisciplinary 
projects such as the Virtual Dairy Farm Brain project 
of the University of Wisconsin–Madison (Liang et al., 
2018).

Based on these observations we strongly advise au-
thors of future sensor-based mastitis and other animal 
health detection research to clearly provide the name of 
the method used, refer to publications using the same 
method (name) to get more coherence between publica-
tions, make explicit mention if the method used is new 
in this field of research, and use a uniform name. The 
framework we used in this paper (filtering, transforma-
tion, and classification) and the underlying categori-
zation of approaches and methods is a starting point 
in relation to definitions that are used in sensor-based 
animal disease detection research. We encourage future 
research on sensor-based animal disease detection to 
use a more coherent terminology

for methods that support readers to better distin-
guish methods used between studies. Therefore, this 
paper serves as a starting point to provide a common 
language toward further interdisciplinary data-driven 
mastitis research.
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